MOCKOBCKUWU I'OCYJIAPCTBEHHBIN
VHUBEPCUTET
umedu M.B. TJOMOHOCOBA

q)aKYJ'[bTeT BBIYMCIIMTEIBHOM MaTeMaTUKU U KI/I6€pH€TI/IKI/I

COMPUTATIONAL THINKING

KOMITbIOTEPHOE MBIINIEHUE
IUISL CTYIEHTOB CTaplinX KypCOB M acIIMPaHTOB

ABTOpBI COCTaBUTEJIU:
Kamenkuna O.A., Kpyrnosa M.A., MakapoBa A.A.,
Caparosckas JI.B.
IMon pemakuueit Kpyrinosoit M.A. u CaparoBckoii JI.b.

Y4yeOHOE 110CcO0OUe

MOCKBA - 2014



ABtopbl-coctaButeaun: Kamenkuna O.A., Kpyrimosa M.A.,
Makaposa A.A., CapartoBckas JI.b.

IMon pemakuueit Kpyrinosoit M.A. u Capartosckoii JI.b.
Penensentsl: K.p.H. Kpacrosa J/I. H., K.X.H. bernkosa E.K.

Computational Thinking: Y4yeObHOoe mocobue Ha aHIIMHACKOM
s3bike/ ABT.-cocT.: Kamenkuna O.A., KpyrioBa M.A., MakapoBa
A.A., Caparosckas JI.b. Tlonx pea. KpymioBot M.A. U
Caparosckoii JI.b. - M.: APTAMAK-MEJINA, 2014. - 120 c.

JaHHoe yyeOHoe mocobue MpeaHa3HAueHOo MJisl CTYAEHTOB HampaBieHUt
«[lpuxknannas wuHpopmaTuka» u «MHbOpMalIMOHHBIE TEXHOJOTHN»
dakynpreta BMK MIY umenn M.B. JlomMmoHOcCOBa, acnupaHTOB U
yyanimxcsi MarucTpaTyphbl.

YuebHo-MeTonMYECKOE H3MaHHE

KOMIILIOTEPHOE MBIIIJIEHUE

JJIA CTYACHTOB CTaplIMX KypCOB U aCIIMPAaHTOB

®akynerer BMK MI'Y

nmenn M.B. Jlomonocosa, 2014
Kamenkuna O.A., Kpyriosa M.A.,
Makaposa A.A., Caparosckas JI.B.,
cocTaBiienue,2014

Kpyrimosa M.A., CaparoBckas JI.b.,
penakuus, 2014



IIpenucioBue

OBnaneHne S3BIKOBOM M KOMMYHMKATHMBHOM KOMIIETEHLIUSIMU
SBJISIETCS HEOTHSJIMMON COCTaBJSIoONIe MpodecCuoHaTbHON
MOArOTOBKU  crnenuaJucToB Ha  dakyabrere BMK B
MockosckoM T'ocymapctBeHHOM yHHMBepcuTeTe wuM. M.B.
JlomoHocoBa. B Hacrogiuee BpeMs B CBSI3U C CHJIBHO
PaCIIMPUBIIMMUCS MEXIYHAPOOHBIMM KOHTAaKTaMU B 00JIacTU
KOMITBIOTEpPHOII ~ HayKWd  YCHEUIHOE  pellIeHWe  BOIIPOCOB
KaZpoOBOTO pPOCTa BHITYCKHUKOB BO MHOIOM 3aBUCHUT OT
KauyecTBa UX SI3BIKOBOM ITOATOTOBKM.

HaHHoe ydyebHOe mnocoOue TpeaHa3HauYeHO MJISI CTYIEHTOB
CTapIIMX KypCOB, CHEIMAINCTOB B OOJACTH BBIYMCIUTEIBLHOMN
TeXHUKW, YyYallMXCS MAarucrparypbl M acrmpaHToB. OHO
COCTOMT U3 8§ pas3iesioB, MOCBAILIEHHBIX MOCIEIHNM IIpodaeMaM
U JOCTIKEHMSIM B 00JIaCTU WMCKYCCTBEHHOTO WHTEJUIEKTA,
HAHOTEXHOJIOTMI,  SKOJOTUYHBIX  BBIYMCICHUM W Jp.
AyTeHTUYHBIE MaTepHaabl B34ITHl M3 CHEUMATU3UPOBAHHBIX
ucroyHukoB: Journal of Online Education, IEEE Control
Systems  Magazine, American  Control  Conference,
Communications of the ACM, Natural Computing journal,
PYCCKUX W aHrI0s3bIYHBIX CMU, 1 UMET LeNblo JOIOJHUTD
Y4eOHUKU T10 aHIJIMACKOMY SI3BIKY.

ITocnerekcToBble 3agaHus, B OCHOBHOM, HOCST HpOOJIEMHBIA
XapakTep M CTaBIT LIEJbI0 pa3BUTHE JOTMYECKOIO MBIILUICHMUS
yyalluxcsi, HUX YMEHMSI apryMEHTUPOBaTh, II€PEBOAUTH HE
TOJBKO C AHIVIMMACKOIO Ha PYCCKMI SI3BIK, HO U C PYCCKOTO Ha
aHIJIMIACKUIA, TTIOMOTalT OBJIaAeTh HaBBIKAMU pedepupoBaHUS
1 HaMMCaHMS 3CCe MO MPOYMTAHHBIM MaTepuajlaM.

K nocoburo mnpwiaraercsa CIpaBOYHBIM MaTepuajl B pasieie
Appendix, npu3BaHHLIA TIOMOYb  YyYalIUMCSI  OBJIAAETh
HaBbIKAMKM TPaMOTHOIO HAaNMCaHMS 3CCe, JOKJIAmoB, U
MMOJITOTOBKE K YCTHBIM IPE3eHTALMSIM.

ABTOpBI BBIPAXalOT HANEXIy, YTO BKJIIOYEHHbIE B COOPHUK
CTaTbU noMorytr  OoJiee 3 PeKTUBHO OpraHu30BaTh
CaMOCTOSITeJIbHYIO pPa0OTy CTYIEHTOB M IIOATOTOBUTH HX K
MPAKTUIECKOMN NEeATEIbHOCTA MO CBOEH CIIEIUAIBHOCTH.

Or penakropa



Computational Thinking

Words and phrases:

Computational thinking - KOMIIBIOTEPHOE,
BBIYMCJIUTEILHOE MBIILIJIEHUE

To draw on - BBISIBJISITD,

Tangible device - peajgbHOE YCTPOMCTBO

A rule of thumb - IPaKTUYECKUI METO/I,
SBPUCTUYECKOE MPABUIIO

Brainstorming - IPyNHOBOM METOJ PEeLICHUS
CJIOXKHBIX 3aaa4

Sheer bulldozing power - UCKJIIOUUTEJILHO 3a CUeT
BBIUMCIIUTEILHON MOIIIHOCTHU

Embellishment - MpeyBeJInYeHue

Unifying theme - o0ObeIMHAIONIAs TeMa

Intrinsic purposes - IPUCYIIUI, CBOMCTBEHHBIN

Computers are incredibly fast, accurate, and stupid.
Human beings are incredibly slow, inaccurate, and brilliant.
Together they are powerfil beyond  imagination.
Albert Einstein

Computer scientists see the value of thinking abstractly,
thinking at multiple levels of abstraction, abstracting to
manage complexity, abstracting to deal with scale, etc. What
do we mean by computational thinking and what are the
benefits of being able to think computationally?

The statement quoted above captures the essence of
computational thinking. The term Computational Thinking
(CT) was coined by Jannette Wing while she was head of the
Computer Science Department at Carnegic Mellon.
Computational thinking involves using the capabilities of one's
(human) brain and the capabilities of computer (brains) to
represent and solve problems and accomplish tasks by an
information-processing agent, or more generally, by
combinations of humans and machines. Education for



computational thinking involves learning to make effective use
of these two types of brains.

Here is a more recent description of computational thinking:
Computational thinking is a way of solving problems,
designing systems, and understanding human behavior that
draws on concepts fundamental to computer science.
Computational thinking is thinking in terms of abstractions,
invariably multiple layers of abstraction at once.
Computational thinking is about the automation of these
abstractions. The automaton could be an algorithm, a Turing
machine, a tangible device, a software system or the human
brain.

Human brains get better through informal and formal
education and through regular use. Computer brains get better
through the combined research and development of many
thousands of people at a rapid pace. Thus, it is essential to
learn about the capabilities and limitations of the combination
of human and computer brains. Each type of brain has unique
capabilities and limitations. Together they are incredibly
powerful.

Many adjectives describe modes of thinking: abstract,
analytic, conceptual, concrete, convergent, creative, critical,
deductive, divergent, strategic, synthetic, tactical, and also
computational and procedural. Computational thinking is
used in the design and analysis of problems and solutions,
broadly interpreted. The most important and high-level
thought process in computational thinking is the abstraction
process. Abstraction is used in defining patterns, generalizing
from instances, and parametrization. It is used to let one
object stand for many, to capture essential properties common
to a set of objects while hiding irrelevant distinctions among
them. For example, an algorithm is an abstraction of a
process that takes inputs, executes a sequence of steps, and
produces outputs to satisfy a desired goal. An abstract data
type defines an abstract set of values and operations for
manipulating those values, hiding the actual representation of



the values from the user of the abstract data type. Designing
efficient algorithms inherently involves designing abstract
data types. Abstraction gives us the power to scale and deal
with complexity. Recursively applying abstraction gives us the
ability to build larger and larger systems, with the base case,
at least for computer science being bits (0’s and 1’s).
Computational thinking draws on both mathematical thinking
and engineering thinking. Unlike other engineering
disciplines, because of software computing that makes possible
building virtual worlds that are unconstrained by physical
reality.

Computational and procedural thinking are fundamental ideas
in the discipline of computer and information science. A
computer is a machine that automatically, rapidly, and
accurately carries out the steps in certain types of procedures.
Computer programmers think in terms of solving problems
and accomplishing tasks through the use of procedures. The
procedures may be algorithmic or heuristic, or a combination
of these two approaches. An algorithm is a step-by-step set of
directions guaranteed to achieve a task, which may be to solve
a particular problem in a finite number of steps.

A  heuristic is like an algorithm except that the
accomplishment of a specific task or solution of a specific
problem is not guaranteed. Many heuristics are called “rules
of thumb,” simple-sounding guides that often conceal
complexities. For example, one heuristic for solving a
complex problem is to break the problem into smaller, more
manageable problems. Solve each of the smaller problems, put
the results together, and the larger problem is solved. But,
there is no guarantee that one will be able to solve all of the
smaller problems, and there is no guarantee that one can
figure out how to break the large problem into appropriate
pieces.

Brainstorming is a group process heuristic for addressing a
complex problem. In brainstorming, people suggest ideas and
these are collected without comment by the person facilitating



the brainstorming. Later, the group analyzes the brainstormed
ideas, deciding on which ones are worthy of further study.
Brainstorming is often a useful process (heuristic), but there is
no guarantee that it will lead to a good solution to the
problem under consideration. Developing algorithms and
heuristics can be very mentally challenging.

Computational thinking is the new literacy of the 21% century.
It enables a person to bend computation to his or her needs.
Computational thinking for everyone means being able to:

* Understand what aspects of a problem are amenable
for computation

* Evaluate the match between computational tools and
techniques and the problem

* Understand the limitations and the power of
computational tools and techniques

* Apply or adapt a computational tool or technique to a
new use

* Recognize opportunity to use computation in a new
way
* Apply computational strategies such as “ divide and
conquer” in any domain.
Computational thinking for scientists and engineers, and
other professionals means being able to:

* Apply new computational methods to their problems

* Reformulate problems to be amenable to
computational strategies

* Discover new science through analysis of large data.
Computers are too important to overrate or underrate. There
is no real point in sensationalizing or exaggerating activities
which are striking enough without embellishment. There is no
point in belittling, either. It is hardly an insult to existing
computers that they fall considerably short of the human
brain and are not creative. The difference simply emphasizes
with new force the complexity and capabilities of the nervous
system, and challenges us to study it as well as our machines



more deeply. The more we learn about computers, the better
we shall understand and appreciate the nature of thought -
and the better we shall use our brains. Notice that the first
paragraph mentions the idea of machine learning. Machine
learning has grown to be an important component of the field
of Artificial Intelligence. Machine learning is defined as a
“Field of study that gives computers the ability to learn
without being explicitly programmed”.

The history of electronic digital computers includes the
development of three important ideas:

e Computers could process both numeric and non-
numeric symbols, and thus could be used for many
tasks other than just arithmetic computation.
Computer Science (CS) or Computer and Information
Science (CIS) is an academic discipline and a
significant area of study, research, and development.

¢ Information and Communication Technology (ICT)
provides powerful aids to solving problems in every
discipline. It is a major change agent in human
societies throughout the world. Initially, many
computer scientists were interdisciplinary scholars,
studying both CIS and deep applications of this new
discipline in other disciplines. Eventually, CIS grew in
both breadth and depth, and it became an important
discipline in its own right.

e Sub-disciplines were developed such as analysis of
algorithms, artificial intelligence, computability,
databases, networking, and so on. Moreover,
computers became more and more cost effective, and
the whole field of Information and Communication
Technology (ICT) blossomed.

Computational thinking as a discipline is far more than a
collection of isolated pieces. Learning a discipline and
learning to use or apply a discipline at a high level are far
more than learning isolated facts, tools, and ideas. As a
discipline grows and matures, its leaders give considerable



thought to identifying unifying themes. Computational
thinking is a unifying theme in the computer field and in the
uses of computers in every discipline. Using a computer
system involves telling the system what you want it to do. So,
to get started you first need to think about what you are trying
to accomplish and what parts of the task the computer can
help with. You need to understand the capabilities and
limitations of the computer system that will be relevant to
addressing the problem that you have in mind.

Computational thinking refers to people and computers
working together to solve problems and accomplish tasks.
Computational thinking builds on the power and limits of
computing processes, whether they are executed by a human
or by a machine. Computational methods and models give us
the courage to solve problems and design systems that no one
of us would be capable of tackling alone. Computational
thinking confronts the riddle of machine intelligence. What
can humans do better than computers, and what can
computers do better than humans? Most fundamentally it
addresses the question: What is computable? Today, we know
only parts of the answer to such questions.

Computer science interacts with almost every other discipline.
Computational biology, computational chemistry,
computational design, computational finance, computational
linguistics, computational logic, computational mechanics,
computational neuroscience, computational physics, and
computational and statistical learning are just a few examples
of such interdisciplinary fields of study. In education,
undergraduate computer science curriculum and outreach
programs teach students how to think like a computer
scientist. The message is that computer science is not just
about programming, but about thinking. Our long-term vision
is to make computational thinking commonplace for
egveryone, not just computer scientists.

A computer program is a detailed set of instructions that can
be interpreted and carried out by a computer. A computer is a



machine that can quickly and accurately follow (carry out,
execute) the detailed step-by-step set of instructions in a
computer program. Computer programmers design, write, and
test computer programs — so they are deeply involved in
doing computational thinking. However, all computer users
are involved in computational thinking at some level, as they
interact with a computer and tell it what they want done. This
is true whether you are playing a computer game, retrieving
information from the Web, or using a word processor.

The underlying idea in computational thinking is developing
models and simulations of problems that one is trying to study
and solve. We are all familiar with the idea of developing
mental models — we form mental representations of a
problem and often we "play the mental images" in our heads,
doing a mental simulation. We are also aware of the value of
developing a mathematical representation of a problem. The
value of math modeling lies in the huge accumulation of
knowledge about solving a wide range of different math
problems. If a problem can be represented mathematically
(that is, if a math model can be developed for a problem)
then this might well prove to be a powerful aid to solving the
problem.

Computer models have some of the characteristics of mental
modeling as well as some of the characteristics of math
modeling and the types of modeling done in other disciplines.
If a problem lends itself to computer modeling, then the
computer may well be able to carry out the steps (procedures,
symbol manipulations) needed to solve the problem.

Thus, computational thinking, integrating human thinking
with the capabilities of computers, provides a powerful new
way to solve problems. The computer aspects of
computational thinking require one to know the capabilities
and limitations of computers and how one communicates
with (interacts with) a computer system. From an educational
point of view, a key aspect of studying any discipline now
includes:
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* Learning some of the capabilities and limitations of
computers as an aid to representing and solving the
problems of the discipline.

* Learning how to actually make use of these computer
capabilities.

* Learning how to think about problems in the
discipline both from a traditional point of view and
from a point of view of the possible uses of computers
to help solve the problems.

Computational thinking has already influenced the research
agenda of all science and engineering disciplines. Starting
decades ago with the use of computational modeling and
simulation through today’s data mining and machine learning
to analyze massive amounts of data, computation is
recognized as the third pillar of science along with the theory
of experimentation. The volume and rate at which scientists
and engineers are now collecting and producing data —
through instruments, experiments, and simulations — are
demanding advances in data analytics, data storage and
retrieval, and data visualization.
Computational thinking has also begun to influence
disciplines and professions beyond science and engineering.
For example, the areas of active study include algorithmic
medicine, computational archeology, computational
economics, computational finance, computational law,
computational social science, and digital humanities. Data
analytics is used in training Army recruits, spam and credit
card detection, recommendation and reputation services.
Computers have had a much Ilarger impact in some
disciplines than in others. The search for aids to the symbol
manipulation (the computations based on algorithmic
heuristic procedures) has been going on for many thousands
of years. The abacus was a very important early success — an
aid many use today. Math tables, logarithms, the slide rule,
and mechanical calculators were all quite important aids to
arithmetic computation. Now, we have electronic digital
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calculators and computers. We have quite inexpensive solar
battery-powered scientific calculators that are superb
improvements over earlier aids to numerical computations.
We have computers that can do the types of symbolic
manipulation needed in many different algebraic, calculus,
and statistics computations.

Computer systems can graph functions and statistical data,
but they can also do graphical displays of the types of models
used in many other disciplines. For example, an architect can
develop a computer model of a planned building. The
computer can do computations to test the structural integrity,
fire and storm resistance, heating and cooling requirements,
and so on. A computer system can provide users with a three-
dimensional structured walk-through of a planned building
before physical work begins. These are all humongous
computational tasks, based on accumulated knowledge in
math, physics, and other disciplines.

Information as in Information Age has different meanings to
different people. The following quote is from Marc Prensky
(February/March 2009): “Digital technology, I believe, can
be used to make us not just smarter but truly wiser. Because
of technology, wisdom seekers in the future will benefit from
unprecedented, instant access to ongoing worldwide
discussions, all of recorded history, everything ever written,
massive libraries of case studies and collected data, and highly
realistic simulated experiences equivalent to years or even
centuries of actual experience...But the digitally unenhanced
person, however wise, will not be able to access the tools of
wisdom that will be available to even the least wise digitally
enhanced human.”

Humans and computer systems, working and "thinking"
together, are now routine approaches to problem solving.
Computer hardware capabilities are continuing a rapid pace of
improvement (See Moore’s Law). A steadily increasing range
of problems can be solved through computer modeling and
making effective use of the capabilities of computers. A
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steadily increasing amount of the accumulated knowledge of
humankind is being put into a digital form so a computer
system can do part of the work of retrieving and making use
of the information.

Cyber-Enabled Discovery and Innovation (CDI) is NSF’s
bold five-year initiative to create revolutionary science and
engineering research outcomes made possible by innovations
and advances in computational thinking. Computational
thinking is defined comprehensively to encompass
computational concepts, methods, models, algorithms, and
tools. Applied in challenging science and engineering research
and education contexts, computational thinking promises a
profound impact on the Nation’s ability to generate and apply
new knowledge. Collectively, CDI research outcomes are
expected to produce paradigm shifts in our understanding of a
wide range of science and engineering phenomena.
Computing has permeated and transformed almost all aspects
of modern life. As computing becomes more important in all
sectors of society, so does the preparation of a globally
competitive workforce able to apply core computing concepts,
methods, technologies, and tools - referred to here as
Computational Thinking (CT) - to a broad range of societal
challenges and opportunities. CT capitalizes on concepts,
methods, technologies, and tools fundamental to the fields of
computing, i.e. computer and information science and
engineering. For example, computing concepts and methods
equip us to reason at multiple levels of abstraction
simultaneously, to think algorithmically and apply
foundational mathematical concepts to solve complex
problems, and to understand the dimensions and
consequences of scale. However, it is only when computing
concepts and methods are combined with the power of
automation afforded by contemporary computing technologies
and tools that the full potential of CT is unleashed. Drawing
deeply on computational concepts, methods, technologies and
tools, CT serves as a powerful strategy to more effectively
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design, understand and solve problems associated with
complex systems in many aspects of modern life.

Notes:

Carnegie Mellon University — a private research university in
Pittsburgh, Pennsylvania (USA) recognized for world-class
arts and technology programs

A heuristic — an experience-based technique for problem
solving that gives a solution which is not guaranteed to be
optimal

Moore's Law — an observation that the number of transistors
on integrated circuits doubles approximately every two years
NSF — National Science Foundation, a US government
agency that supports fundamental research and education in
all non-medical fields of science and engineering

A rule of thumb — a principle that is not intended to be
strictly accurate

An automaton — a self-operating machine

A divide and conquer algorithm — works by breaking a
problem into sub-problems

Exercises

1. Give Russian equivalents to the following words and
phrases and explain them in your own words:

To augment the scientific method; in a nutshell;
multidisciplinary thinking; problem decomposition; pattern
recognition; pattern generalization; data visualization; to filter
out information; to develop step-by-step strategy; algorithm is
written abstractly; utilizing variables; draw on math as a
foundation; to be constrained by the underlying machine;
integral to human endeavors.

2. Translate the sentences into Russian paying attention to the
prefixes and suffixes:

1. Computational thinking is thinking in terms of
abstractions, invariably multiple layers of abstraction at once.
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2. Abstraction is used in defining patterns, generalizing from
instances, and parametrization.

3. Software computing makes possible building virtual worlds
that are unconstrained by physical reality.

4. One heuristic for solving a complex problem is to break the
problem into smaller, more manageable problems.

5. Doing arithmetic, solving mathematical equations by sheer
bulldozing power, is not the most significant of the machines'
accomplishments.

6. Computers are thinking aids of enormous potentialities.

7. Computers are too important to overrate or underrate.

8. There is no real point in sensationalizing or exaggerating
activities which are striking enough without embellishment.

9. Initially, many computer scientists were interdisciplinary
scholars, studying both CIS and deep applications of this new
discipline in other disciplines.

10. In education, undergraduate computer science curriculum
and outreach programs teach students how to think like a
computer scientist.

11. A computer system can provide users with a three-
dimensional structured walk-through of a planned building
before physical work begins.

12. In an wunimaginably complex future, the digitally
unenhanced person, however wise, will not be able to access
the tools of wisdom that will be available to even the least
wise digitally enhanced human.”

3. Give English equivalents to the following words and
phrases:

Paznuunbie YPOBHU abCcTpakuuu; YJIOBUTh CYTb;
BO3MOXHOCTU KOMIIblOTEPA; 3A(M@MEKTUBHO UCMOJIb30BATh;
(byHmameHTaNbHbIE TIOHSTUSI; TEPMUH ObLI MPUAYMaH ...; C
OoJIbIIION CKOPOCTBIO; HECYILeCTBEHHbIE OTJINYMS;
COOTBETCTBOBATh KeJlaeMOM 1IeJIM; KOHEYHOE KOJMYECTBO
111IaroB; MO3TOBOM IITYPM; IOIMOJHUTEIbHbIE BO3MOXHOCTH;
IPAMOTHOCTh,  TOAUYMHSITBCS  YbMM-TO  TpeOOBAHMSIM;
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HpO6J'IeMI>I, NOAMAIOIIMECHS  BbIYMCIUTEILHOMN CTpaTceruu,
IIPEYyMECHbLIIATb, HET CMbICJIA...; BbIIIOJHATb MHCTPYKIIMM

4. Answer the following questions:

1. What methods does computational thinking employ to
reveal realities hidden within data?

2. How do simulation, visualization, data analysis and
abstraction serve the scientific method search for mechanisms,
relationships and the truths and realities hidden within data?
3. Why is it important for a practitioner in computer science
to have confidence to look inside the computing ‘black box’
and to have the courage to be non-expert on some parts of
the problem?

4. Why may a scientifically correct answer contain
uncertainties? How simplicity may be present in complexity,
once we expand the way we look at objects?

5. Why is it more important for a computational scientist to
have an accurate and reliable answer to a particular problem
than the fastest one, and why is this surprisingly hard?

6. How can one understand multiple diciplines needed to
solve a problem more easily?

7. What are the integral parts of the computational thinking
process?

5. Decide whether the statements are true or false :

1. Computational thinking is a process involved in mental
activity of a person to facilitate his or her personal decision
making.

2. Computational thinking is a way of solving problems,
designing systems, and understanding human behaviour that
draws the concepts fundamental to computer science.

3. To flourish in today’s world, computational thinking has
to be a fundamental part of the way people think and
understand the world.

4. Users of the Internet, without skills of computational
thinking, will demistify privacy technologies to surf the Web
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safely.

5. Computational thinking means creating and making use of
different levels of abstraction, to understand and solve
problems more effectively.

6. Computational thinking means thinking algorithmically and
without the ability to apply mathematical concepts such as
induction to develop more efficient, fair, and secure solutions.
7. Computational thinking means understanding the
consequences of the scale, not only for reasons of efficiency
but also for economic and social reasons.

6. Translate from Russian into English:

1. C nosBieHUeM KUOEPHETUKH, KOMIIbIOTEPOB U
KOMITBIOTEPHBIX ~ CHUCTEM, KOTOpbI€  CTalM  Ha3bIBaThb
WHTEJUIEKTYaJIbHBIMU CUCTEMaMU, C Pa3BUTHEM HampaBJICHUS
«ckyccrBeHHbl UHTEIEKT» MBILUICHUE, MHTEUIEKT CTalIM
MPEeIMETOM MHTEpeca MaTeMaTUYeCKUX W MHXEHEPHO-
TEXHUYECKUX TUCUMITIVH.

2. KommbloTepHOe MOAECIMPOBAHUE a0 MOLIHBIA TOJIYOK
HCCJICIOBAHUSIM MEXaHM3MOB MO3HABATEJbHOM JESTETbHOCTH
B paMKax TaKOro HaIpaBieHUS KaK MCUXOJIOTHSI.

3. KommnerotepHoe MOJIEJIMPOBAHUE MBILITEHHS,
WCIIOJIb30BaHME METOJ0B MAaTeMaTMYECKMX M TEXHUYECKUX
HayK B €ro KMCCJEeIOBaHUM MOPOAMIO HaAeX/Ibl Ha CO3JaHUeE
CTPOTUX TEOPUI MBILIJIEHUS.

4. B mocienHue nBa OECITUIETHS B KOMIIBIOTEPHOU HayKe
3aME€THOE€ BHMMAaHMWE  YIOEISeTCs TakKoMy MpeaIMeTy Kak
3HaHMWE, KOTOpPOE CTajo0 MWCIIOJAb30BaThCsl B  Ha3BaHUSX
HaIpaBJICHU M KOMIIbIOTEPHBIX CHUCTEM, OCHOBAaHHBIX Ha
3HAHUSX.

5. Teopusi HMCKYCCTBEHHOrO WHTEJ/UIEKTa CTaja MHOIIa
XapaKTEepU30BaThCsl KaK HaykKa O 3HAHUSIX, O TOM, KaK UX
NO0OBIBaTh, IIPEACTaBAATb B MCKYCCTBEHHBIX CHUCTEMaXx,
oOpabaThiBaTh BHYTPU CHUCTEMbI W  MCIIOJb30BaTh IS
pelleHus 3aaay.
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7. Summarize the text and express your own opinion. Here
are some possible statements to support:

1. Computational thinking is the thought process involved in
formulating problems and their solutions to be carried out by
an information-processing agent.

2. Computational thinking incorporates logical thinking and
system thinking.

3. Computational thinking enables you to bend computations
to your needs.

4. Computational thinking gives you the ability to ask
questions that were not dared to ask because of scale.

5. Computational thinking helps to recognize an opportunity
to use computation in a new way.

8. Develop the following ideas in writing an essay (120 -150
words).

1. It is nearly impossible to do research in any scientific or
engineering discipline without an ability to think
computationally.

2. The impact of computing extends far beyond science
affecting all aspects of our lives, and to flourish in today’s
world, everyone needs to master computational thinking.
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Model Predictive Control Using Neural Networks

Words and phrases:
Model predictive
control - (MPC)

Constrained problems
Multivariable systems
Intrinsic

Debilitate

Predictor

Controller

Dynamic matrix
Special causes
Viscosity

Derivation of a model
Open-loop
experiments
Excitation

Topology
Feedforward network

Arbitrary
Convergence
Sigmoid function
Backpropagation

Mapping capability of
the network

High gain area
Prediction horizon
Disturbance rejection
Gradient-based
method

Training runs

cHCTeMa YIPABJIECHMS C HUCIIOIb30BaHUEM
MOJIEJIN MPOTHO3UPOBAHUS
(3KCcTpanoisiun)

3aJa4M ¢ OrpaHUYECHUSIMU

MHOTOCBSI3Has CUCTEMa
CBOUCTBEHHBIM, MPUCYILINAA

0CJIabJISITh

MpeacKa3blBalolliee yCTPOMCTBO,
MMPOTHO3UPYIOLIUI TTapamMeTp
VIIPaBJISIONIEE YCTPONUCTBO, KOHPOJUIEP
JMHaMUuyecKas MaTpuua

0CO0bIE TTPUYMHBI

BSI3KOCTb

JIepUBaLsg MOJEJIN

9KCIIEPUMEHTBI C PAa30OMKHYTBIM LIUKJIOM

BO3MYILIEHUE
TomnoJiorus (ceTn)

CETh C MEXaHU3MOM IPOTHO3UPOBAHUS
COOBITHI
TIPOU3BOJIbHBIN

CXOINMOCTh
curMouaHast (PyHKIMS

obpaTHast cBs3b ( IIpU 00yYeHUU
HEUPOHHOI ceTn)
CBOMCTBO MpPeoOpa3oBaHMsI JaHHBIX

00J1aCTh BBICOKOTO MPUPOCTA
TOPU30HT MPOTHO3UPOBAHMUS
MOJABJICHUE BO3MYILECHUS
TPaguEHTHBIA METOI

MIPOTOHBI OOYUYEHMUST
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Prediction horizon - TOPHU30HT MPOTHO3UPOBAHUS
Disturbance rejection - nomaBieHHE BO3MYLLEHUS

Model predictive control (MPC) is widely adopted in the
process industry as an effective means to deal with large
multivariable constrained control problems. The main idea of
MPC is to choose the control action by repeatedly solving on
line an optimal control problem. This aims at minimizing a
performance criterion over a future horizon, possibly subject
to constraints on the manipulated inputs and outputs, where
the future behavior is computed according to a model of the
plant. MPC has been used in industry for more than 30 years,
and has become an industry standard (mainly in the
petrochemical industry) due to its intrinsic capability for
dealing with constraints and with multivariable systems. Most
commercially available MPC technologies are based on a
linear model of the process. For processes that are highly
nonlinear, the performance of an MPC based on a linear
model can be poor. This has motivated the development of
Nonlinear Model Predictive Control (NMPC), where a more
accurate (nonlinear) model of the plant is used for prediction
and optimization. Predictive Constrained Control

PID type controllers do not perform well when applied to
systems with significant time-delay. Perhaps the best known
technique for controlling systems with large time-delays is the
Smith Predictor. It overcomes the debilitating problems of
delayed feedback by using predicted future states of the output
for control. If there is no time-delay, these algorithms usually
collapse to the PID form. Predictive controllers can also be
embedded within an adaptive framework.

Multivariable Control

Most processes require the monitoring of more than one
variable. Controller-loop interaction exists such that the
action of one controller affects other loops in a multi-loop
system. Depending upon the interrelationship of the process
variables, tuning each loop for maximum performance may
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result in system instability when operating in a closed-loop
mode. These types of controllers are not designed to handle
the effects of loop interactions. A multivariable controller,
whether Multiple Input Single Output (MISO) or Multiple
Input Multiple Output (MIMO) is used for systems that have
these types of interactions. A model-based controller can be
modified to accommodate multivariable systems. Loop
interactions are considered as feed-forward disturbances and
are included in the model description. Following SISO
designs, multivariable controllers that can provide time-delay
compensation and handle process constraints can also be
developed with relative ease.
Model-Based Predictive Control

Model-Based Predictive Control technology utilizes a
mathematical model representation of the process. The
algorithm evaluates multiple process inputs, predicts the
direction of the desired control variable, and manipulates the
output to minimize the difference between target and actual
variables. Strategies can be implemented in which multiple
control variables can be manipulated and the dynamics of the
models are changed in real time.

Dynamic Matrix Control

Dynamic Matrix ControAl (DMC) is also a popular model-
based control algorithm. A process model is stored in a matrix
of step or impulse response coefficients. This model is used in
parallel with the on-line process in order to predict future
output values based on the past inputs and current
measurements.

Statistical Process Control

Statistical Process Control (SPC) provides the ability to
determine if a process is stable over time, or, conversely, if it
is likely that the process has been influenced by "special
causes" which disrupt the process. Statistical Control Charts
are used to provide an operational definition of a "special
cause” for a given process, using process data. SPC has been
traditionally achieved by successive plotting and comparing a
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statistical measure of the variable with some user defined
control limits. "On-line SPC" is the integration of automatic
feedback control and SPC techniques. Statistical models are
used not only to define control limits, but also to develop
control laws that suggest the degree of manipulation to
maintain the process under statistical control. This technique
is designed specifically for continuous systems. Manipulations
are made only when necessary, as indicated by detecting
violation of control limits. As a result, savings in the use of
raw materials and utilities can be achieved using on-line SPC.
Neural Network-based Control

The model predictive control method (MPC) is primarily
developed for process control using artificial neural networks.
Conventional MPC wuses linear model of the system for
prediction which leads to inaccuracy for highly non-linear
systems, such as robots. In recent years, the requirements for
the quality autonomic control in the process industries
increased significantly due to the increased complexity of the
plants and sharper specifications of product quality. At the
same time, the available computing power increased to a very
high level. As a result, computer models that are
computationally expensive became applicable even to rather
complex problems. Model-based complex techniques were
developed to obtain tighter control.

Model predictive control was introduced successfully in
several industrial plants. An important advantage of these
control schemes is the ability to handle constraints of actuated
variables and internal variables. In most applications of model
predictive techniques, linear model is used to predict process
behavior over the horizon of interest. As most real processes
show a nonlinear behavior, some work was done to extend
predictive control techniques to incorporate nonlinear models.
The most expensive part of the realization of a nonlinear
predictive control scheme is the derivation of the
mathematical model. In many cases it is even impossible to
obtain a suitable physically founded process model due to the
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complexity of the underlying process or the lack of knowledge
of critical parameters (as temperatureand pressure-dependent
mass transfer coefficients or viscosities) of models. A
promising way to overcome these problems is to use neural
networks as nonlinear black-box models of the dynamic
behavior of the process.

Such neural network can be derived from measured
input/output data of the plant. Usually, special open-loop
experiments are performed to provide the data to train neural
nets. In many practical cases, however, conventional
controllers are in use at the plant which stabilize the plant
and provide some basic, sometimes sluggish control.
Measurements of input/output variables of the plant operated
with the linear controller may provide very good training data
for the neural network. This approach is more practical (the
plant is always under automatic control) and more effective
than using experiments without control (open-loop
identification).

The Neural Network and Training Algorithm Topology

For the prediction of the behavior of the neutralization
reactor, we chose a feedforward network with sigmoid
activation functions. This class of neural networks is well
known and relatively well understood. Feedforward nets are
easily implemented under real-time conditions. A
disadvantage is that the training effort is usually high, which
makes it difficult and time-consuming to explore various
structures and to optimize the network structure. We
overcame this problem, to a certain degree, by improving the
training algorithms and by using several PCs in parallel in the
training process. Feedforward nets with at least one hidden
layer have the capability to approximate any desired nonlinear
mapping to an arbitrary degree of accuracy. The neural net
considered here consists of four layers: one input layer, two
hidden layers, and one output layer. Even though networks
with only one hidden Ilayer already have the desired
approximation power, our experience is that two hidden layers
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give better convergence in the training process.

As inputs the actual and the last four old pH-values and the
corresponding five values of the impulse frequency (which
determines the sodium hydroxide flow) are fed into the
network. The hidden layers consist of 10 neurons each, while
the output layer consists of one neuron, the predicted next
value of pH. The network thus performs a one-step ahead
prediction. In the predictive control scheme, however, it is
used for a multi-step prediction by applying it recursively, i.e.
past values of pH are replaced by predicted values. To use the
neural net in this fashion requires a very good one-step-ahead
prediction accuracy. The network topology was chosen based
on experiments with different structures. It is obvious that the
net is redundant in the sense that from system-theoretic
considerations, two past inputs should be sufficient because
the order of the physical system is 2, at least in a first
approximation, if the sensor dynamics are included. The
results, however, were much better with more delayed inputs
corresponding to a distribution of the information to more
nodes than necessary. The same applies to the number of
nodes in the hidden layers. The structure chosen is not
minimal (and there is not much point in squeezing it to the
limit), but the one that gave the best compromise in terms of
robust prediction vs. training effort. The prediction error is
not very sensitive to the number of neurons in the hidden
layer.

Training Algorithm

In order to make the neural network perform the desired
time-consuming to explore various structures and to optimize
the mapping from the input layer to the output layer, one
usually searches for the optimal connection weights w,,
between the neurons to approximate the desired mapping by
so-called training algorithms. The most popular training
algorithm for feedforward networks with sigmoid activation
functions is the generalized delta-rule or backpropagation
where E is the sum of the squares of the differences between
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network outputs and the desired outputs (targets) L for the
set of R training patterns. As the backpropagation algorithm is
a steepest descent method, it has the disadvantage of
converging very slowly and being vulnerable to getting caught
in local minima of E. To overcome these disadvantages, a so-
called momentum term can be included to slide over small
minima in the error surface: For further acceleration, the step
size K can be chosen individually for each weight in the net
and can also be adapted according to the learning progress.
All these improvements result in a significant speed-up of the
learning process, but there is still a tendency to be caught in
local minima.

Also, the convergence properties of the algorithm are strongly
dependent on the initial settings of the weights The
backpropagation-based learning algorithm described above
varies only the weights of the neural network to achieve the
desired mapping. To overcome the dependence of the
learning process on the initial settings and for a further
improvement of the mapping accuracy, we use a combination
of backpropagation and a genetic algorithm. The key idea is
to vary the properties of each neuron in the net in addition to
the adaptation of the weights. The processing properties of a
neuron are determined by its activation function. We use a
special type of sigmoid activation function, the so-called
Fermi function:

The genetic algorithm optimizes the slopes (3 of the Fermi
functions). As the output of the network is essentially a sum
over all weighted activation functions, we obtain a better
accuracy by allowing to change the functions during training.
The vector of slopes 0, in which the ith element denotes the
slope of the Fermi function of neuron i, is treated as the
string of genetic information. This string determines the
mapping capability of the network with respect to the overall
modeling error. For each slope vector 0 an appropriate set of
weights is determined by applying the improved
backpropagation method Super SAB to the net. The training
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process thus is an iteration of the genetic algorithm which
tunes the slopes and backpropagation to optimize the weights
for each configuration of the slopes.

Fermi Function.

In the genetic algorithm, a population of neural nets,
initialized with randomly distributed weights and slope values
for all neurons, is considered. The genetic algorithm consists
of three parts:

1. Determine the “fitness” of each member of the population.
The member with the smallest value of E is considered the
fittest.

2. Generate a new population member by genetic operators
such as mutation and recombination from old members. Train
this new member a certain time with the Super SAB method
and determine the fitness of the new member.

3. If the new member is better than the worst old member,
replace the worst old one with the new one. Steps I to 3 are
repeated until an acceptable performance by the best member
is achieved. By this combination of the genetic algorithm and
a modified gradient-based method, the average training time
to obtain a sufficiently small error is reduced considerably
because ineffective training runs are avoided.

Training Data Generation

The aim of our work is to obtain a nonlinear black-box model
of a real process by training a neural net from measured data
only. Other researchers in the field who treated system
identification with neural networks for a neutralization
process generated the training data from applying random
inputs to the process. This leads to a very sparse
representation of the high gain area at the point of
equivalence in the training data set. In contrast to this
approach, we consider a training set which is generated by the
system under closed-loop control with a reasonable PI-
controller. Instead of generating random input sequences to
the process, we changed the set point for the linear controller
randomly during plant operation under control. This leads to
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a sequence of setpoint steps which were tracked by the
conventionally controlled system. The resulting training set
consists of the two measured time series of the pump
frequency and pH-value for 3.5 hours for this conventionally
tracked setpoint sequence. The advantages of using data from
the controlled plant go beyond the specific aspect of
neutralization plants that without control the plant can hardly
be operated within the most interesting.

Experimental Results

For the experiments, the neural network was trained with
dataset described above. The sampling time was chosen to be
equal to the sampling time used for the PI-controller, which
was T = 5 s. Thus there were 2800 data points in the training
set. The training algorithm described above was implemented
on IBM-compatible PCs running in parallel. The required
training time was 4 hours. After the completion of the
training, the prediction of the network was tested with data
which was not included in the training set.

The extended DMC algorithm was realized using a
commercial PC-based process monitoring. The prediction
horizon was chosen as NP=5, whereas the control horizon
was chosen as NU=]. In contrast to the long training time,
the time required to compute the network output online for
the prediction and compute the controller output iteratively is
short enough to be performed.

Conclusions

We have presented an approach to model predictive control
of a highly nonlinear plant without a priori information about
the plant dynamics other than that the plant can be controlled
(with  unsatisfactory performance) by a conventional
controller. The process dynamics were identified from
measured input/output time series only. All we needed was
data from 3.5 hours of normal plant operation under linear
control with varying setpoints. No special input sequences as
random input signals or steps were used. We modified a
nonlinear extension to the standard DMC control scheme for
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operation with the trained neural network. The controller was
implemented using a small commercial PC based process
control system and shows a significantly improved
performance compared to the linear controller for setpoint
tracking as well as for disturbance rejection. As we mentioned
above, in contrast to the time needed for prediction, the
training time for the neural network used here was quite long.
Thus our research activities concentrate on networks with
shorter training time for online training of time-varying
process dynamics. As the DMC approach is inherently a
multivariable control strategy, we are also extending the
proposed control algorithm to the MIMO case.

Notes:

Model Predictive Control — an advanced method of process
control intended to represent the behavior of complex
dynamical systems

A PID (a Proportional-Integral-Derivative) Controller — a
control loop feedback mechanism which calculates error value
and tries to minimize it

The Smith Predictor (invented by O.J.M.Smith in 1957) — a
type of predictive controller for systems with pure time delay
Artificial neural network — a computational model inspired by
the brain that is capable of machine learning and pattern
recognition

A sigmoid function — a mathematical function having an “S”
shape (a sigmoid curve)

Exercises

1. Give Russian equivalents to the following words and
phrases and explain them in your own words:

To require more than one variable; to evaluate multiple
process inputs; to predict the direction of the desired control
variable; to minimize the difference between target and
actual variables; the requirements increased significantly; due
to; a nonlinear behavior; to extend predictive techniques; to
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incorporate nonlinear models; a feedforward network with
sigmoid activation functions.

2. Translate the sentences into Russian paying attention to the
terms and abbreviations:

1. The main idea of MPC is to choose the control action by
repeatedly solving online optimal control problems.

2. For processes that are highly nonlinear, the performance of
an MPC based on a linear model can be poor, which has
motivated the development of Nonlinear Model Predictive
Control (NMPC), where a more accurate ( non-linear )
model of the plant is used for prediction and optimization.

3. The proposed MPC control action is conceptually different
from the traditional robot control methods in that the control
action is determined by optimizing a performance index over
the time horizon.

4. The training data to set up the neural network model core
from measuring the robot joint variables and torques during
the running of a real robot.

5. The research activities concentrate on networks with
shorter training time for online training of time-varying
process design.

6. In contrast to the time needed for prediction, the training
needed for prediction, the training time for the neural
network used here was quite long.

7. The extended DMC algorithm was realized using
commercial PC-based process monitoring and control system.

8. In contrast to the long training time, the time required
to compute the network output online for the prediction and
compute the controller output iteratively is short enough to be
performed within one sampling period in addition to the
standard tasks of the monitoring and control system on a PC.

3. Give English equivalents to the following words and

phrases:
Meton  0o0OpaTHOTO  paclpoOCTpaHEHMSI,  pacro3HaBaHUE
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TEKCTa; aIroput™M oOOydyeHUs HelpoceTh; oOydyeHue Ha
OCHOBE OIlbITAa; B Ipolecce OOydyeHUs BeIMYMHA OLIMOKMU
YMEHBIIAETCS; pPa3WYHbIe TTapaMeTpbl U HACTPOWKHU; MOJACIIb
OIpeNeIsieT MapaaurMy oO0y4YeHus; oOydeHME 3a HeOOJbIIOoEe
YUCJIO 1IIaroB;  OLIEHOYHasl (yHKILMSI; HEHPOHHBIE CETU
WUCIIOJIB3YIOTCS JUIS 3alady ONTUMM3AlLIMU; TMPOTHO3UPOBAHUE
XAa0TUYECKUX BPEMEHHBIX PsIOB; MHOTOCIONHAs CTPYKTypa
HEUpOCeTH.

4. Answer the following questions:

1. What is the main idea of model predictive control?

2. Why is the Smith Predictor so appropriate to control
systems with time-delay?

3. What is the essence of Model-Based Predictive Control
technology?

4. How do statistical models contribute to the control
processes?

5. What are the ways to extend predictive control techniques?

6. What is the problem of feedforward net implementation
and how to overcome it?

7. How is the training algorithm for feedforward net
implemented?

8. What are the parts of a genetic algorithm?

5. Translate from Russian into English:

Hns Toro, 4ToObl HEMpPOHHAs CeThb MOIJIa pellaTh 3aJayu, ee
HeoOXoauMo oO0yuuTh. JJIST MCKYCCTBEHHBIX HEHPOHHBIX
ceTeil Ioa OOydyeHHMEeM IIOHMMAaeTCsl MpPOLECC HaCTPOMKU
ApXUTEKTYpPbl CETU (CTPYKTYPbI CBSI3W MEXIYy HEUpOHaMu) U
BECOB CEMaHTMYECKMX  CBS3edl (BIAMSIOIIMX HE CHUTHAJIbI
K02 UILIMEHTOB) IS 3 HeKTUBHOIO pelieHus
MOCTaBJICHHOW 3amayu. OObIYHO O0yYe€HHE HEWPOHHOW CETHU
OCYILECTBJISIETCSI HA HEKOTOpoil BeIOOpKe. [1o Mepe mpolecca
00y4eHMUsI, KOTOPBIH TTPOMCXOIUT MO HEKOTOPOMY aJITOPUTMY,
CeThb JOJDKHA Bce Jiydlle (TpaBWwibHEE) pearMpoBaTh Ha
BXOJIHBIE CUTHAJIBI.
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OkaspIBaeTcsi, 4To IIOCJAE€ MHOTOKPATHOTO MPEIbSIBICHUS
MPUMEPOB BeCa HEUPOHHOMU CETU CTAOWJIM3UPYIOTCS, MPUYEM
HEHMpOHHAasl CeTh JaeT NpaBWIbHbIE OTBETHl Ha Bce (WM
MOYTU BCE€) TNpuUMepbl M3 0a3bl JaHHBIX. B Takom ciiydae
TOBOPAT, 4YTO HEWPOHHad ceTb oOydyeHa. B mporpamMHBIX
peam3alugx MOXHO BHUIETb, YTO B Mpolecce OOydyeHUs
BeJIMUMHA OIIMOKM IOCTENeHHO yMeHbluaetrcs. Korna
BEJIMYMHA OIIMOKM JTOCTUTAeT HyJSl WIM IPUEMIEMOTrO
MaJIOro YpPOBHS$, TPEHUPOBKY OCTAHABIMUBAIOT, a MOJYYEHHYIO
HEUPOHHYIO CE€Th CUUTAOT HATPEHUPOBAHHOU U TOTOBOU K
MPUMEHEHUI0O Ha HOBBIX HaHHbIX. CTerneHb AOCTaTOYHOCTHU
00y4eHUS HEUpPOHHOU CEeTM BO MHOIOM OMpPEAEIsIeTCS
WUCXONSl M3 YCJIOBUM KOHKPETHOW 3aJauud U KEJIAeMOTO
pesyabrara.

6. Summarize the text and express your own opinion. Here
are some possible statements to support:

1. In general, model predictive control is a strategy which is
based on the explicit use of some kind of process model to
predict the controlled variables over a certain time horizon,
the prediction horizon.

2. The prediction error between the measured process output
and the predicted output is used for disturbance estimation.

3. For the prediction of the behavior of, for instance, the
neutralization reactor, a feedforward network with sigmoid
activation function is chosen.

4. The neural network consists of four layers.

5. The network topology was chosen based on experiments
with different structures.

6. The prediction error is not very sensitive to the number of
neurons in the hidden layer.
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Biologically Inspired Computing

Words and phrases:

Relentless — 0e3XaJIOCTHBIM, Heoc1abeBalolImnii
To inspire - BIOXHOBJISITh

To conceive - 3ayMbIBaTh, 3aMbIIIUISITh

To emulate - UMUMTHUPOBAThb, MOJICJIMPOBATh
Momentum - TOJIYOK, ABMXKYILAsI cuja
Permutation - mpeobpa3oBaHue, epecTaHOBKa

A cellular automaton MaTpUYHBIN, KJIETOYHBIIA aBTOMAT
Swarm intelligence pOEBBII MHTEIEKT
Amorphous computing - XaoTW4YHbIE  BBIYKCJICHUS

To straddle - OXBaThIBaTh

Unsupervised learning - HeKOHTpOJUpyeMoe oOydyeHue
Foraging - TOOBIBaHMWE TTUILNA

To exhibit - O0OHaApyXMBaTh, MPOSBISTh

Self-replication
Nested hierarchy

CaMOBOCIIPOU3BeIeHUE
Uepapxusl C BIOXEHUSIMU

To delimit - pa3rpaHW4YMBaTh, OrPAHUYMNBATh
Wherein - TIp¥ KOTOPpOM

A strand - LIETIOYKA, HUTh, COCTABJISIIOLIAS
Cut-and-paste - BbIp€3aHUE U BCTaBKa

Tweezers - OUHLET

Entanglement - CILIETIJICHHOCTb, CITyTaHHOCTD
Logic gates - JIOTUYECKUE 3JIEMEHTHI

To sustain - MOAKPEIISITh, MOAIEePXUBATh
A toolkit - HabOp MHCTPYMEHTAJbHBIX CPEICTB
A motif - TIOBTOPSIIOLIMIACS Y30P

To yield - MPEeNOCTaBJSITh

A ciliate - uHdy3opus

Despite the relentless, breathtaking advances in computing
and related technologies, we continue to be humbled by the
variety, adaptability, and sophistication of the natural world
around us. From the beginning, a divide has grown between
computational scientists on whether to continue creating
faster, more efficient algorithms and hardware that exhibit
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centralized control or to place less emphasis on speed and
efficiency than on robustness, adaptability, and emergent
organization from the interaction of many loosely coupled
processes. These latter approaches have come to be known as
biologically inspired computing, which is a field that links
various disciplines such as artificial intelligence, evolutionary
computation, biorobotics, artificial life, and agent-based
systems.

Natural computing investigates models and computational
techniques inspired by nature and, dually, attempts to
understand the world around us in terms of information
processing. It is a highly interdisciplinary field that connects
the natural sciences with computing science, both at the level
of information technology and at the level of fundamental
research. As a matter of fact, natural computing areas and
topics include pure theoretical research, algorithms and
software applications, as well as biology, chemistry and
physics experimental laboratory research. A closer look at
nature from the point of view of information processing can
and will change what we mean by computation.

Nature as Inspiration

Among the oldest examples of nature-inspired models of
computation are the cellular automata conceived by Ulam
and von Neumann in the 1940s. Cellular automata have been
applied to the study of phenomena as diverse as
communication, computation, construction, growth,
reproduction, competition, and evolution. Cellular automata
have been extensively studied as an alternative explanation to
the phenomenon of emergence of complexity in the natural
world, and used, among others, for modeling in physics, and
biology.

In parallel to early comparisons between computing machines
and the human nervous system, McCulloch and Pitts
proposed the first model of artificial neurons. This research
eventually gave rise to the field of neural computation, brain
theory or computational neuroscience, and artificial neural
networks or simply neural networks.
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While Turing and von Neumann dreamt of understanding the
brain, and possibly designing an intelligent computer that
works like the brain, evolutionary computation emerged as
another computation paradigm that drew its inspiration from
Darwinian evolution. Rather than emulating features of a
single biological organism, evolutionary computation draws its
inspiration from the dynamics of an entire species of
organisms. An artificial evolutionary system is a
computational system based on the notion of simulated
evolution.

Evolutionary systems gained momentum in the 1960s, and
evolved along three main branches: evolution strategies today
are used for real-valued as well as discrete and mixed types of
parameters; evolutionary programming is used today for real-
valued parameter optimization problems; genetic algorithms
are today modified heavily for applications to real-valued
parameter optimization problems as well as many types of
combinatorial tasks such as, for example, permutation-based
problems.

Cellular automata, neural computation, and evolutionary
computation are the most established “classical” areas of
natural computing. Several other bio-inspired paradigms
emerged more recently, among them swarm intelligence,
artificial immune systems, artificial life, membrane
computing, and amorphous computing.

A computational paradigm straddling at times evolutionary
computation and neural computation is swarm intelligence. A
swarm is a group of mobile biological organisms (such as
bacteria, ants, termites, bees, spiders, fish, birds) wherein
each individual communicates with others either directly or
indirectly by acting on its local environment. These
interactions contribute to distributive collective problem
solving. Swarm intelligence, sometimes referred to as
collective intelligence, is defined as the problem-solving
behavior that emerges from the interaction of such a
collection of individual agents.

Particle swarm optimization was introduced as a new
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approach to optimization that had developed from simple
models of social interactions, as well as of flocking behavior
in birds and other organisms. A particle swarm optimization
algorithm starts with a swarm of “particles”, each representing
a potential solution to a problem, similar to the population of
individuals in evolutionary computation. Particle Swarm
Optimization algorithms have been used to solve various
optimization problems, and have been applied to unsupervised
learning, game learning, scheduling and planning applications,
and design applications.

Ant algorithms were introduced to model the foraging
behavior of ant colonies. In finding the best path between
their nest and a source of food, ants rely on indirect
communication by laying a pheromone trail on the way back
to the nest if they found food, and following the
concentration of pheromones in the environment if they are
looking for food. This foraging behavior has inspired a large
number of ant algorithms used to solve mainly combinatorial
optimization problems defined over discrete search spaces.
Bio-inspired algorithms can exhibit strength through
flexibility, or strength in numbers: they often work well even
when the desired task is poorely defined, adapt to unforeseen
changes in the task environment, or achieve global behavior
through interaction among many, simply programmed agents.
Artificial immune systems are computational systems devised
starting in the late 1980s and early 1990s as computationally
interesting abstractions of the natural immune system of
biological organisms. Viewed as an information processing
system, the immune system performs many complex
computations in a highly parallel and distributed fashion. It
uses learning, memory, associative retrieval, and other
mechanisms to solve recognition and classification problems
such as distinction between self and nonself cells, and
neutralization of nonself pathogenic agents. Indeed, the
natural immune system has sometimes been called the
“second brain”, because of its powerful information
processing capabilities.
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The applications are varied and include computer virus
detection, anomaly detection in a time series of data, fault
diagnosis, pattern recognition, machine learning,
bioinformatics, optimization, robotics, and control. Recent
rescarch in immunology develops what is known as the
“danger theory”, wherein it is believed that the immune
system differentiates between dangerous and non-dangerous
entities. These ideas have started to be exploited in artificial
immune systems in the context of computer security.
Artificial life (ALife) attempts to understand the very essence
of what it means to be alive by building ab initio, within in
silico computers and other “artificial” media, artificial
systems that exhibit properties normally associated only with
living organisms. Building on the ideas of evolutionary
computation, the pioneers of artificial life experimented with
evolving populations of “artificial creatures” in simulated
environments. These ideas were taken one step further, by
combining the computational and experimental approaches,
and using rapid manufacturing technology to fabricate
physical robots that were materializations of their virtually
evolved computational counterparts. Many of them exhibited
symmetry, some moved sideways in a crab-like fashion, and
some others crawled on two evolved limbs. This marked the
emergence of mechanical artificial life. At the same time, the
field of Artificial Life continues to explore directions such as
artificial chemistry, as well as traditionally-biological
phenomena in artificial systems, ranging from co-evolutionary
adaptation and development to growth, self-replication, and
self-repair.

Membrane computing investigates computing models
abstracted from the structure and the functioning of living
cells. A generic membrane system is essentially a nested
hierarchical structure of cell-like compartments or regions,
delimited by “membranes”. Each membrane enveloped region
contains objects and transformation rules which modify these
objects, as well as specify whether they will be transferred
outside or stay inside the region. The transfer thus provides
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for communication between regions.

The computational behavior of a membrane system starts with
an initial input configuration and proceeds in a maximally
parallel manner by the non-deterministic choice of
application of the transformation rules, as well as of the
objects to which they are to be applied. The output of the
computation is then collected from an a priori determined
output membrane. Typical applications of membrane systems
include biology, computer science (computer graphics,
public-key  cryptography, approximation and sorting
algorithms, and solving computationally hard problems), and
linguistics.

Amorphous computing is a paradigm that draws inspiration
from the development of form (morphogenesis) in biological
organisms, wherein interactions of cells guided by a genetic
program give rise to well-defined shapes and functional
structures. Analogously, an amorphous computing medium
comprises a multitude of irregularly placed, asynchronous,
locally interacting computing elements. These identically
programmed “computational particles” communicate only
with particles situated within a small given radius, and may
give rise to certain shapes and patterns such as, for example,
any pre-specified planar graph. The goal of amorphous
computing is to engineer specified coherent computational
behaviors from the interaction of large quantities of such
unreliable = computational particles interconnected in
unknown, irregular, and time-varying ways. At the same time,
the emphasis is on devising new programming abstractions
that would work well for amorphous computing environments.
Amorphous computing has been used both as a programming
paradigm using traditional hardware, and as the basis for
“cellular computing”.

Nature as Implementation Substrate

All the previously described computational techniques have
been implemented until now mostly on traditional electronic
hardware. An entirely distinct category is that of computing
paradigms that use a radically different type of “hardware”.
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This category includes molecular computing and quantum
computing.

Molecular computing (known also as biomolecular
computing, biocomputing, biochemical computing, DNA
computing) is based on the idea that data can be encoded as
biomolecules — such as DNA strands, and molecular biology
tools can be used to transform this data to perform, for
example, arithmetic or logic operations. The birth of this field
was the 1994 breakthrough experiment by Leonard Adleman
who solved a small instance of the Hamiltonian Path Problem
solely by manipulating DNA strands in test-tubes.

There are many possible DNA bio-operations that one can
use for computations, such as: cut-and-paste operations
achievable by enzymes, synthesizing desired DNA strands up
to a certain length, making exponentially many copies of a
DNA strand, and reading-out the sequence of a DNA strand.
These bio-operations and the Watson-Crick complementarity
binding have all been used to control DNA computations and
DNA robotic operations. While initial experiments solved
simple instances of computational problems, more recent
experiments tackled successfully sophisticated computational
problems, such as a 20-variable instance of the 3-
Satisfiability-Problem. The efforts towards building an
autonomous molecular computer include implementations of
computational state transitions with biomolecules, and a DNA
implementation of a finite automaton with potential
applications to the design of smart drugs.

More importantly, since 1994, research in molecular
computing

has gained several new dimensions. One of the most
significant achievements of molecular computing has been its
contribution to the massive stream of research in
nanosciences, by providing computational insights into a
number of fundamental issues. Perhaps the most notable is its
contribution to the understanding of self-assembly, which is
among the key concepts in nanosciences. Recent experimental
research into programmable molecular-scale devices has
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produced impressive self-assembled DNA nanostructures,
such as cubes, octahedra, Sierpinski triangles, DNA origami,
or intricate nanostructures that achieve computation such as
binary counting. Other experiments include the construction
of DNA-based logic circuits, and ribozymes that can be used
to perform logical operations and simple computations. In
addition, an array of ingenious DNA nanomachines were
built with potential uses to nanofabrication, engineering, and
computation: molecular switches that can be driven between
two conformations, DNA “tweezers”, DNA “walkers” that
can be moved along a track, and autonomous molecular
motors.

A significant amount of research in molecular computing has
been dedicated to the study of theoretical models of DNA
computation and their properties. Studies on the
computational power of such models proved that various
subsets of bio-operations can achieve the computational
power of a Turing machine, showing thus that molecular
computers are in principle possible.

Quantum Computing is another paradigm that uses an
alternative “hardware” for performing computations. The idea
of a quantum computer that would run according to the laws
of quantum physics and operate exponentially faster than a
deterministic electronic computer to simulate physics, was
first suggested by Feynman in 1982. Subsequently, Deutsch
introduced a formal model of quantum computing using a
Turing machine formalism, and described a universal
quantum computer.

A quantum computer uses distinctively quantum mechanical
phenomena, such as superposition and entanglement, to
perform operations on data stored as quantum bits (qubits). A
qubit can hold a 1, a 0, or a quantum superposition of these.
A quantum computer operates by manipulating those qubits
with quantum logic gates.

The 1980s saw an abundance of research in quantum
information processing, such as applications to quantum
cryptography, which, unlike its classical counterpart, is not
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usually based on the complexity of computation, but on the
special properties of quantum information. Recently, an open
air experiment was reported in quantum cryptography (not
involving optical cable) over a distance of 144 km, conducted
between two Canary islands.

The theoretical results that catapulted quantum computing to
the forefront of computing research were Shor’s quantum
algorithms for factoring integers and extracting discrete
logarithms in polynomial time, obtained in 1994 — the same
year that saw the first DNA computing experiment by
Adleman. A problem where quantum computers were shown
to have a quadratic time advantage when compared to
classical computers is quantum database search. Possible
applications of Shor’s algorithm include breaking RSA
exponentially faster than an electronic computer. This joined
other exciting applications, such as quantum teleportation (a
technique that transfers a quantum state, but not matter or
energy, to an arbitrarily distant location), in sustaining the
general interest in quantum information processing.

So far, the theory of quantum computing has been far more
developed than the practice. Practical quantum computations
use a variety of implementation methods such as ion-traps,
superconductors, nuclear magnetic resonance techniques, to
name just a few. To date, the largest quantum computing
experiment uses liquid state nuclear magnetic resonance
quantum information processors that can operate on up to 12
qubits.

Nature as Computation

Systems biology takes a systemic approach in focusing on the
interaction networks themselves, and on the properties of the
biological systems that arise because of these interaction
networks. Hence, for example, at the cell level, scientific
research on organic components has focused strongly on four
different interdependent interaction networks, based on four
different “biochemical toolkits”: nucleic acids (DNA and
RNA), proteins, lipids, carbohydrates, and their building
blocks.
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Gene interactions, together with the genes’ interactions with
other substances in the cell, form the most basic interaction
network of an organism, the gene regulatory network. Gene
regulatory networks perform information processing tasks
within the cell, including the assembly and maintenance of
the other networks. Research into modeling gene regulatory
networks includes qualitative models such as random and
probabilistic Boolean networks, asynchronous automata, and
network motifs.

Another point of view, is that the entire genomic regulatory
system can be thought of as a computational system, the
“genomic computer”. Such a perspective has the potential to
yield insights into both computation as humans historically
designed it, and computation as it occurs in nature. There are
both similarities and significant differences between the
genomic computer and an electronic computer. Both perform
computations, the genomic computer on a much larger scale.
However, in a genomic computer, molecular transport and
movement of ions through electrochemical gradients replace
wires, causal coordination replaces imposed temporal
synchrony, changeable architecture replaces rigid structure,
and communication channels are formed on an as-needed
basis. Both computers have a passive memory, but the
genomic computer does not place it in an a priori dedicated
and rigidly defined place; in addition, the genomic computer
has a dynamic memory

in which, for example, transcriptional subcircuits maintain
given regulatory states. In a genomic computer robustness is
achieved by different means, such as by rigorous selection:
non(or poorly)-functional processes are rapidly degraded by
various feedback mechanisms or, at the cell level, non(or
poorly)-functional cells are rapidly killed by apoptosis, and, at
the organism level, non (or poorly)-functional organisms are
rapidly outcompeted by more fit species. Finally, in the case
of a genomic computer, the distinction between hardware and
software breaks down: the genomic DNA provides both the
hardware and the digital regulatory code (software).
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While systems biology studies complex biological organisms as
integrated wholes, synthetic biology is an effort to engineer
artificial biological systems from their constituent parts for the
purpose of understanding natural phenomena, or for a variety
of possible applications. The mantra of synthetic biology is
that one can understand only what one can construct. In this
sense, one can make an analogy between synthetic biology
and computer engineering.

Advances in DNA synthesis of longer and longer strands of
DNA are paving the way for the construction of synthetic
genomes with the purpose of building an entirely artificial
organism. Progress includes the generation of a 5,386 bp
synthetic genome of a virus, by rapid (14 day) assembly of
chemically synthesized short DNA strands.

Besides systems biology that tries to understand biological
organisms as networks of interactions, and synthetic biology
that seeks to engineer and build artificial biological systems,
another approach to understanding nature as computation is
the research on computation in living cells. This is also
sometimes called cellular computing, or in vivo computing,
and one particular study in this area is that of the
computational capabilities of gene assembly in unicellular
organisms called ciliates.

The process of gene assembly is fascinating from both the
biological and the computational point of view. From the
computational point of view, this study led to many novel and
challenging research themes. It was proved that various
models of gene assembly have full Turing machine
capabilities. From the biological point of view, the joint effort
of computer scientists and biologists led to a plausible
hypothesis (supported already by some experimental data)
about the “bioware” that implements the process of gene
assembly, which is based on the new concept of template-
guided recombination.

Other approaches to cellular computing include developing of
an in vivo programmable and autonomous finite-state
automaton within E.Coli, and designing and constructing in
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vivo cellular logic gates and genetic circuits that harness the
cell’s existing biochemical processes.

Natural sciences: Ours to Discover

Science advances in ever-widening circles of knowledge.
Sometimes it meticulously crawls. Other times it leaps to a
new dimension of understanding and, in the process, it
reinvents itself. As the natural sciences are rapidly absorbing
ideas of information processing, and the meaning of
computation is changing as it embraces concepts from the
natural sciences, we have the rare privilege to take part in
such metamorphoses.

At this moment natural scientists are awash in wave after
gigantic wave of experimental biological data. Just
underneath this tumultuous surface lie ingenious algorithms
waiting to be designed, elegant theorems waiting to be proven,
natural laws waiting to be discovered that will put order into
chaos. For, as Spinoza wrote, “nothing happens in nature that
does not follow from her laws”.

Conversely, there is an abundance of natural phenomena
which can inspire computing paradigms, alternative physical
substrates on which to implement computations, while
viewing various natural processes as computations has become
more and more essential, desirable, and inevitable. All these
developments are challenging our assumptions about
computation, and indeed, our very definition of it. In these
times our task is to discover a new, broader, notion of
computation, and to understand the world around us in terms
of information processing.

Notes:

Stanislaw Ulam — a mathematician, together with John von
Neumann discovered a concept of a cellular automaton in the
1940s

John von Nemann — a mathematician, physicist, and
polymath, contributed to the development of computing
Warren McCulloch(a neurophysiologist) and Walter Pitts(a
logician) — in 1943 proposed the first model of an artificial
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neuron

A cellular automaton — a collection of “colored” cells on a
grid that evolves through a number of steps according to a set
of rules

AD initio — a Latin term meaning “from the beginning”

In silico — is coined as an analogy to the Latin phrases,
means “performed on a computer or via a computer
simulation”

A priori — a Latin expression meaning “the truth independent
of experience”

DNA — deoxyribonucleic acid, a molecule that encodes the
genetic instructions

Hamiltonian Graph Problem — comes from graph theory, it is
a special case of a travelling salesman problem

Sierpinski triangle — a fractal with a shape of an equilateral
triangle, subdivided into smaller equilateral triangles

In vivo — a Latin term, means “experimentation using a
whole living organism”

E.Coli — a rod-shaped bacterium constituting about 0.1% of
gut flora

Exercises

1.Give Russian equivalents to the following words and phrases
and explain them in your own words:

Robustness; the former...the latter; nature-inspired models; to
study extensively; to draw the inspiration from...; to gain
momentum; to be referred to as..; combinatorial
optimization problems; to perform... in a highly parallel
fashion; a distinction between self and nonself cells; the
pioneers of artificial life; a nested hierarchical structure; a
membrane enveloped region; a breakthrough experiment; the
Watson-Crick complementarity binding; a computational
insight into some fundamental issues.

2. Translate the sentences into Russian paying attention to

prefixes and suffixes:
1. Despite the relentless, breathtaking advances in computing
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and related technologies, we continue to be humbled by the
variety, adaptability, and sophistication of the natural world
around us.

2. Biologically inspired computing is a field that links
various disciplines such as artificial intelligence, evolutionary
computation, biorobotics, artificial life, and agent-based
systems.

3. Natural computing is a highly interdisciplinary field that
connects the natural sciences with computing science.

4. Genetic algorithms are today modified heavily for
applications to real-valued parameter optimization problems
as well as permutation-based problems.

5. Particle Swarm Optimization algorithms have been used to
solve various optimization problems, and have been applied
to unsupervised learning.

6. Physical robots were materializations of their virtually
evolved computational counterparts.

7. The field of Artificial Life continues to explore directions
such as artificial chemistry, as well as traditionally-biological
phenomena in artificial systems, ranging from co-
evolutionary adaptation and development to growth, self-
replication, and self-repair.

8. A generic membrane system is essentially a nested
hierarchical structure of cell-like compartments or regions,
delimited by “membranes”.

9. There are many possible DNA bio-operations that one can
use for computations, such as: cut-and-paste operations
achievable by enzymes, synthesizing desired DNA strands up
to a certain length, making exponentially many copies of a
DNA strand, and reading-out the sequence of a DNA strand.

3. Give English equivalents to the following words and
phrases:

...YBEJIMYMBAJIOCh pasleliecHhe; B CYIIHOCTH...; IOAPOOHO
M3ydaTh; IapaMeTpbl, IPUHUMAIOIIUE JACHCTBUTEIbHBIC
3HAYEHMST, COCTABJICHUE paCIMCaHUs;, HeNpeaBUIACHHBIC
MU3MCHCHUA, pPaCIlIO3HAaBaHUC CBOMUX M HE CBOUX KIICTOK;
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nenoyku JHK; camblii 3aMeTHBIN; caMOCOOPHBIE CTPYKTYPHI;
BIIOCJICACTBMM; OTTECHSTh HA BTOPOM IUIaH, COCTaBHBIC
YacTH; TPaBOOIIOAOOHAs TUIOTe3a; CKPYMYJe3HbI; OBICTPO
BIIUTHIBATh UIIEH.

4. Answer the following questions:

1. What does biologically inspired computing investigate?

2. What are the three branches of evolutionary system and
what are their modern applications?

3. How can swarm intelligence contribute to the development
of unsupervised learning?

4. Why is it possible to use amorphous computing as a basis
of “cellular computing”?

5. What ideas underlie the development of molecular
computing?

6. How does molecular computing contribute to the research
in nanosciences, namely, self-assembly?

7. What are the possible quantum computer applications?

8. What are the chief similarities and differences between
genomic computer and an electronic computer?

9. Is there a principal difference between systems biology
and synthetic biology in terms of biological systems study?

5. Translate from Russian into English:

DBOJIIOLIMOHHbIE  BBIYUCIECHUS, CHUHOHHMOM KOTOPBIX B
3apyOexXHOU JMTeparype SBISIETCS TEPMUH <«evolutionary
computation», n0Ka3aad CBOKO 3(M@EKTUBHOCTh KaK Mpu
pelIeHUn TpyAHO(POPMaAIU3yeMbIX 3ala4 MWCKYCCTBEHHOIO
WHTEJJIeKTa  (pacrio3HaBaHue 00pa3oB,  KJacTepu3alus,
aCCOLMATUBHBINA TOWCK), TaK U TMPU PELICHUU TPYAOEMKUX
3ada4 ONTUMU3ALMM, aNIpOKCUMAlLIMKU, WHTEUIEKTYalbHOM
0o0paboTku maHHbIX. K mpemmyliecTBaM 3BOIIOLMOHHBIX
BBIUMCJICHU OTHOCSITCSI adalTUBHOCTb, CIHOCOOHOCTb K
00y4YeHHNI0, Mapaulejiu3M, BO3MOXHOCTb  ITOCTPOCHMS
TMOPUIHBIX  WMHTEJIEKTyalbHBIX  CHUCTEM  Ha  OCHOBE
KOMOMHUPOBAHUS c napagurMamMu HUCKYCCTBEHHBIX
HelipoceTeil UM  HEYETKOW JIOTMKM. MHoroob6elaoliei
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BBIIVISIAUT TIPEANOCHUIKA CO3MaHMSI €IVMHOM  KOHUEMIUU
SBOJIIOLIMOHHBIX BBIUMCJICHUI, BKJIIOYAIOIIMX TIe€HETHUYECKUE
aJITOPUTMBI, reHEeTUYeCKOe IMporpaMMH1pOBaHue,
SBOJIIOLIMOHHbIE cTpaTernu u DBOJIIOLIMOHHOE
nporpamMmMmupoBaHue. Ilo MHEHMI0O MHOTMX HCClIeIoBaTesei,
9TU  TapagurMbl  SIBJISIIOTCST  AQHAJOraMM  IPOLIECCOB,
MPOUCXOAAIINX B KMBOM TIpUpoAe M Ha IpakTUKeE
JIOKA3aBIIMX CBOIO HEIIPUMUTHUBHOCTD.

OnuH U3 IMMOHEPOB 3BOIOLIMOHHBIX BbhluMciaeHuit JI.MDorenb
BOOOIIE BUAUT TEOPHIO BBOJIIOLIMM U CaMOOPraHM3alluM Kak
0a30Byl0  KOHILICMIWIO JUII  BCEX  MHTEJJICKTYaJbHBIX
MPOLIECCOB M CHUCTEM, 3HAYMTEIIBHO pacCIIUpSIONIyI0 chepy
NMPUMEHEHUS TPaAULIMOHHOM TMapagurMbl MCKYCCTBEHHOIO
MHTeIIeKTa. JlaXe ecau 3TO He TaKk, W B IPHUPOIE
MPOMCXOAUT PEIBOMIOLNS, HUKTO HE MOXET cKa3aTh, YTO
AJITOPUTMBI

SBOJIIOLIMOHHBIX BBIYMCIICHUI HEBEPHBI.

6. Summarize the text and express your own opinion. Here
are some possible statements to support:

1. A closer look at nature from the point of view of
information processing can and will change what we mean by
computation.

2. Bio-inspired algorithms can exhibit strength through
flexibility: they often work well even when the desired task is
poorely defined, adapt to unforeseen changes in the task
environment, or achieve global behavior through interaction
among many, simply programmed agents.

3. Ant algorithms are used to solve mainly combinatorial
optimization problems defined over discrete search spaces.

4. So far, the theory of quantum computing has been far
more developed than the practice.

5. Data can be encoded as biomolecules — such as DNA
strands, and molecular biology tools can be used to transform
this data to perform, for example, arithmetic or logic
operations.
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Challenges of Artificial Intelligence

Words and phrases:

Atrtificial Intelligence — HMCKYCCTBEHHBIN MHTEJUIEKT

To percieve — IOHMMAaTh, BOCIIPUHUMATh

Insight - IPOHULIATEILHOCTD

Cognitive science - MO3HaBaTebHAs HayKa

To overlap - COBMEIIATh

Fuzzy systems — HeYeTKasi cucTeMa

Biologically inspired - Ha OCHOBE OMOTEXHOJIOTU

Acute problem - ocTpag 1pobdjieMa

Critical inference - KPUTUYECKU BaXKHBII BBIBOJI

Bias - HEOOBEKTUBHOCTD,
MPeaB3sITOCTh

To underestimate - HEJOOLEHUTH

Fallacy - 3a0J1y>XA€HUE, JIOXKHBI BBIBOJI

Oft-committed - YacTO COBeplIaeMBblil

Quantifier - KBaHTOD

Palatable - MpUBJIEKATEIbHBINA,
y1000BapUMBIiA

To diverge - pacXoIMThCsl, Pa3HUTHCS

From scratch C HYJIEBOIO ypOBHSI, C Hayaja
To hone skills and knowledge - 10BOAUTb ONBIT ¥ 3HAHUS 10
COBEpPIIECHCTBA

Threshold of criticality MOPOr KPUTUYHOCTHU

Downright - SIBHBIW, OTKPOBEHHBIN

To pose requirements - HaKJIaAbIBaTh TPeOOBAHUS
Vulnerability - YSI3BUMOCTbD

An endangered species - BBIMUPAIOIIMIA BUJ

To hard-wire - MOJKJIIOYUTh Yepe3 MPOBOJI

The modern definition of artificial intelligence (Al) is " the
study and design of intelligent agents”, where an intelligent
agent is a system that perceives its environment and takes

actions which maximizes its chances of success.

John McCarthy (Sept.4, 1927 — Oct.24 2011), who was one
of the founding pioneers of Al and also coined the very name
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of the field, defines it as “the science and engineering of
making intelligent machines”. Other names of the field have
been proposed, such as computational intelligence, synthetic
intelligence or computational rationality.

The term artificial intelligence is also used to describe a
property of machines or programs: the intelligence that the
system demonstrates. Al research uses tools and insights from
many fields, including computer science, psychology,
philosophy, neuroscience, cognitive science, linguistics,
operations research, economics, control theory, probability,
optimization, and logic.

Al research also overlaps with tasks such as robotics, control
systems, scheduling, data mining, logistics, speech
recognition, facial recognition and many others.

Subjects in Al, or computational intelligence, as defined by
IEEE Computational Intelligence Society mainly include:
neural networks — trainable systems with very strong pattern
recognition capabilities; fiizzy systems — techniques for
reasoning under uncertainty (widely used in modern industrial
and consumer product control systems, capable of working
with concepts such as 'hot', 'cold’, 'warm', and 'boiling');
evolutionary computation — applies biologically inspired
concepts such as populations, mutation and survival of the
fittest to generate increasingly better solutions to the
problems.

These methods most notably divide into evolutionary
algorithms (e.g., genetic algorithms) and swarm intelligence
(e.g., ant algorithms). With hybrid intelligent systems,
attempts are made to combine these two groups.

By far the greatest danger of Artificial Intelligence is that
people conclude too early that they understand it. Of course,
this problem is not limited to the field of Al. Jacques Monod
wrote: “A curious aspect of the theory of evolution is that
everybody thinks he understands it”. The problem seems to be
unusually acute in Artificial Intelligence. The field of Al has a
reputation for making huge promises and then failing to
deliver on them. Most observers conclude that Al is hard; as
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indeed it is. But the embarrassment does not stem from the
difficulty. It is difficult to build a star from hydrogen, but the
field of stellar astronomy does not have a terrible reputation
for promising to build stars and then failing. The critical
inference is not that Al is hard, but that, for some reason, it
is very easy for people to think they know far more about
Atrtificial Intelligence than they actually do.

Anthropomorphic Bias

When something is universal enough in our everyday lives, we
take it for granted to the point of forgetting it exists.

In every known culture, humans experience joy, sadness,
disgust, anger, fear, and surprise and indicate these emotions
using the same facial expressions. We all run the same engine
under our hoods, though we may be painted different colors;
a principle which evolutionary psychologists call the psychic
unity of humankind. This observation is both explained and
required by the mechanics of evolutionary biology. We
humans forget how alike we are, living in a world that only
reminds us of our differences. Not surprisingly, human beings
often “anthropomorphize”— expect humanlike properties of
that which is not human. When we try to reason about other
minds, each step in the reasoning process may be
contaminated by assumptions so ordinary in human
experience that we take no more notice of them than air or
gravity.

Anyone seeking to reduce anthropomorphic bias in themselves
would be well-advised to study evolutionary biology for
practice, preferably evolutionary biology with math. Early
biologists often anthropomorphized natural selection—they
believed that evolution would do the same thing they would
do; they tried to predict the effects of evolution by putting
themselves “in evolution’s shoes.” The result was a great deal
of nonsense. Any two Al designs might be less similar to one
another than you are to a petunia. The term “Artificial
Intelligence” refers to a vastly greater space of possibilities
than does the term “Homo sapiens.” When we talk about
“Als” we are really talking about minds-in-general, or
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optimization processes in general.

The researchers believe the Al will be friendly, with no strong
visualization of the exact processes involved in producing
friendly behavior, or any detailed understanding of what they
mean by friendliness.

Underestimating the power of intelligence implies a
proportional underestimate of the potential impact of
Atrtificial Intelligence, which is symmetrical around potential
good impacts and potential bad impacts.

Capability and Motive

There is a fallacy oft-committed in discussion of Artificial
Intelligence, especially Al of superhuman capability.

The following chains of reasoning, considered in isolation
without supporting argument, all exhibit this fallacy:

A sufficiently powerful Artificial Intelligence could
overwhelm any human resistance and wipe out humanity.
(And the Al would decide to do so.) Therefore, we should not
build Al

A sufficiently powerful Al could develop new medical
technologies capable of saving millions of human lives. (And
the Al would decide to do so.) Therefore, we should build Al.
+ Once computers become cheap enough, the vast majority
of jobs will be performable by Artificial Intelligence more
easily than by humans. A sufficiently powerful Al would even
be better than us at math, engineering, music, art, and all the
other jobs we consider meaningful. (And the Al will decide to
perform those jobs.)

Thus after the invention of Al, humans will have nothing to
do, and we’ll starve or watch television.

The temptation is to ask what “Als” will “want,” forgetting
that the space of minds-in-general is much wider than the
tiny human dot. One should resist the temptation to spread
quantifiers over all possible minds. Storytellers spinning tales
of the distant and exotic land called Future, say how the
future will be. They make predictions. They say,“Als will
attack humans with marching robot armies” or “Als will
invent a cure for cancer.” They do not propose complex
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relations between initial conditions and outcomes — that
would lose the audience. But we need relational
understanding to manipulate the future, steer it into a region
palatable to humankind. If we do not steer, we run the danger
of ending up where we are going.

The critical challenge is not to predict that “Als” will attack
humanity with marching robot armies, or alternatively invent
a cure for cancer. The task is not even to make the prediction
for an arbitrary individual Al design. Rather the task is
choosing into existence some particular powerful optimization
process whose beneficial effects can legitimately be asserted.
Natural selection isn’t friendly, nor does it hate you, nor will
it leave you alone. Evolution cannot be so
anthropomorphized, it does not work like you do. Many pre-
1960s biologists expected natural selection to do all sorts of
nice things, and rationalized all sorts of elaborate reasons why
natural selection would do it. They were disappointed,
because natural selection itself did not start out knowing that
it wanted a humanly-nice result, and then rationalize
elaborate ways to produce nice results using selection
pressures. Thus the events in Nature were outputs of causally
different process from what went on in the pre-1960s
biologists’ minds, so that prediction and reality diverged.
Technical Failure and Philosophical Failure

We can divide potential failures of attempted Friendly Al into
two informal fuzzy categories, technical failure and
philosophical failure. Technical failure is when you try to
build an Al and it doesn’t work the way you think it does —
you have failed to understand the true workings of your own
code. Philosophical failure is trying to build the wrong thing,
so that even if you succeeded you would still fail to help
anyone or benefit humanity. Needless to say, the two failures
are not mutually exclusive.

In place of laws constraining the behavior of intelligent
machines, we need to give them emotions that can guide their
learning of behaviors. They should want us to be happy and
prosper, which is the emotion we call love. We can design
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intelligent machines so their primary, innate emotion is
unconditional love for all humans. First we can build
relatively simple machines that learn to recognize happiness
and unhappiness in human facial expressions, human voices
and human body language. Then we can hard-wire the result
of this learning as the innate emotional values of more
complex intelligent machines, positively reinforced when we
are happy and negatively reinforced when we are unhappy.
Machines can learn algorithms for approximately predicting
the future, so we can program intelligent machines to learn
algorithms for predicting future human happiness, and use
those predictions as emotional values.

A technical failure occurs when the code does not do what
you think it does, though it faithfully executes as you
programmed it. Suppose we trained a neural network to
recognize smiling human faces and distinguish them from
frowning human faces. Would the network classify a tiny
picture of a smiley-face into the same attractor as a smiling
human face?

This form of failure is especially dangerous because it will
appear to work within a fixed context, then fail when the
context changes.

Suppose we wish to develop an Al of increasing power. The
Al possesses a developmental stage where the human
programmers are more powerful than the Al, smarter, more
creative, more cunning than the AIl. During the
developmental period we suppose that the programmers
possess the ability to make changes to the Al’s source code
without needing the consent of the Al to do so. However, the
Al is also intended to possess postdevelopmental stages,
including superhuman intelligence. An Al of superhuman
intelligence surely could not be modified without its consent.
At this point we must rely on the previously laid-down goal
system to function correctly, because if it operates in a
sufficiently unforeseen fashion, the Al may actively resist our
attempts to correct it — and, if the Al is smarter than a
human, probably win.
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Trying to control a growing Al by training a neural network
to provide its goal system faces the problem of a huge context
change between the Al’s developmental stage and
postdevelopmental stage. During the developmental stage, the
Al may only be able to produce stimuli that fall into the
“smiling human faces” category, by solving humanly provided
tasks, as its makers intended. Thus the Al appears to work
fine during development, but produces catastrophic results
after it becomes smarter than the programmers.

One of the most critical points about Artificial Intelligence is
that it might increase in intelligence extremely fast. The
obvious reason to suspect this possibility is recursive self-
improvement. The Al becomes smarter, including becoming
smarter at the task of writing the internal cognitive functions
of an Al, so the Al can rewrite its existing cognitive functions
to work even better, which makes the Al still smarter,
including smarter at the task of rewriting itself, so that it
makes yet more improvements.

Human beings do not recursively self-improve in a strong
sense. To a limited extent, we improve ourselves: we learn, we
practice, we hone our skills and knowledge. To a limited
extent, these self-improvements improve our ability to
improve. New discoveries can increase our ability to make
further discoveries— in that sense, knowledge feeds on itself.
But there is still an underlying level we haven’t yet touched.
We haven’t rewritten the human brain. The brain is,
ultimately, the source of discovery, and our brains today are
much the same as they were ten thousand years ago.

An Artificial Intelligence could rewrite its code from scratch.
The key implication for our purposes is that an Al might
make a huge jump in intelligence after reaching some
threshold of criticality.

An often heard reaction “We don’t need to worry about
Friendly AI because we don’t yet have Al,” is misguided or
downright suicidal. The mathematics and techniques of
Friendly AI will not materialize from nowhere when needed;
it takes years to lay firm foundations. And we need to solve
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the Friendly Al challenge before Artificial General
Intelligence is created, not afterward.

The possibility of sharp jumps in intelligence also implies a
higher standard for Friendly Al techniques. The technique
cannot assume the programmers’ ability to monitor the Al
against its will, rewrite the Al against its will, bring to bear
the threat of superior military force; nor may the algorithm
assume that the programmers control a “reward button”
which a smarter Al could wrest from the programmers; etc.
Indeed no one should be making these assumptions, to begin
with. The indispensable protection is an Al that does not
want to hurt you.

Conclusion

Modern civilization occupies an unstable state. Pragmatically
speaking, our alternatives boil down to becoming smarter or
becoming extinct. Nature is not cruel, but indifferent; a
neutrality which often seems indistinguishable from outright
hostility. Reality throws at you one challenge after another,
and when you run into a challenge you can’t handle, you
suffer the consequences. Often Nature poses requirements
that are grossly unfair, even on tests where the penalty for
failure is death. Nature does not match her challenges to your
skill, or your resources, or how much free time you have to
think about the problem. And when you run into a lethal
challenge too difficult for you, you die. It may be unpleasant
to think about, but that has been the reality for humans, for
thousands upon thousands of years. The same thing could as
easily happen to the whole human species, if the human
species runs into an unfair challenge.

To survive any appreciable time, we need to drive down each
risk to nearly zero. But the human mind is not the limit of
the possible. Homo sapiens represents the first general
intelligence. We were born into the uttermost beginning of
things, the dawn of mind. With luck, future historians will
look back and describe the present world as an awkward in-
between stage of adolescence, when humankind was smart
enough to create tremendous problems for itself, but not quite
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smart enough to solve them.

Yet before we can pass out of that stage of adolescence, we
must, as adolescents, confront an adult problem: the
challenge of smarter-than-human intelligence. This is the way
out of the high-mortality phase of the life cycle, the way to
close the window of vulnerability; it is also probably the single
most dangerous risk we face. Artificial Intelligence is one road
into that challenge; and it is the road we will end up taking.
All scientific ignorance is hallowed by ancientness. Each and
every absence of knowledge dates back to the dawn of human
curiosity; and the hole lasts through the ages, seemingly
eternal, right up until someone fills it. It is possible for mere
fallible humans to succeed on the challenge of building
Friendly Al. Intelligence must cease to be any kind of
mystery whatever, sacred or not. We must execute the
creation of Artificial Intelligence as the exact application of
an exact art. And maybe then we can win.

In April 2000, Bill Joy, the technologists' technologist, wrote
an article entitled “Why the Future Doesn't Need Us” for
Wired magazine. “Our most powerful technologies — robotics,
genetic engineering, and nanotech — are threatening to make
humans an endangered species,” he wrote. In August 2011
Jaron Lanier, another widely respected technologist, wrote
about the impact of Al on the job market. In the non-too-far
future, he predicted, it would just be inconceivable to put a
person behind a wheel of a truck or a cab. Machines will be
capable of doing any work a man can do. Al has been proven
to be much more difficult than early pioneers believed. Bill
Joy's question deserves not to be ignored. Does the future
need us?

Notes:

IEEE Computational Intelligence Society — a professional
society that focuses on theory, design, application and
development of neural systems, genetic algorithms,
bioinformatics, and hybrid intelligent systems.

John McCarthy — an American computer and cognitive
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scientist who coined the term “Artificial Intelligence”.

Swarm intelligence — the collective behavior of decentralized,
self-organized systems, natural or artificial (ant colonies, bird
flocking, bacterial growth, etc.).

Anthropomorphism — an attribution of a human form or
other characteristics to anything other than a human being.
Wired (magazine) — a full-color monthly American magazine,
published in both printed and online editions, that reports
how emerging technologies affect culture, economy, and
politics.

Exercises

1. Give Russian equivalents to the following words and
phrases and explain them in your own words:

To overlap; trainable systems; fuzzy systems; an acute
problem; to stem from...; stellar astronomy; to take for
granted; to anthropomorphize; an anthropomorphic bias; to
put oneself in one's shoes; to underestimate; oft-committed
fallacy; to overwhelm human resistence; the vast majority; a
palatable region; a beneficial effect; prediction and reality
diverged; to rationalize ways to produce nice results; an
innate emotion; to hard-wire the result; a goal system.

2. Translate the sentences into Russian paying attention to
prefixes and suffixes:

1. Neural networks are trainable systems with very strong
pattern recognition capabilities.

2. Human beings often “anthropomorphize”— expect
humanlike properties of that which is not human.

3. Underestimating the power of intelligence implies a
proportional underestimate of the potential impact of
Artificial Intelligence, which is symmetrical around potential
good impacts and potential bad impacts.

4. There is a fallacy oft-committed in discussion of Artificial
Intelligence, especially Al of superhuman capability.

5. We need relational understanding to manipulate the future,
steer it into a region palatable to humankind.
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6. The Al is intended to possess postdevelopmental stages,
including superhuman intelligence.

7. Artificial Intelligence might increase in intelligence through
recursive self-improvement.

8. Nature is not cruel, but indifferent; a neutrality which
often seems indistinguishable from outright hostility.

3. Give English equivalents to the following words and
phrases:

OcHoBatenn WMMH; wucnbITbIBaTh pagoCcTh; APY>KECTBEHHbBIN
WNH; uenmouyku pacCyKAeHUIA; NPOTUBOCTOSATh MCKYIICHUIO,
HampasJsaTh Oyaylliee; eCTeCTBEHHbII 0TOOp; MpeAcKa3aHus u
peaqbHOCTb  PA3HATCS; M300peTaTe/ibHbI  MPOTrpaMMIUCT;
chopMyIMpoBaTh 1I€JIb, CAaMOPA3BUTHE; TEpEeNUcaTh C HYJIS;
MOCTUYb  KPUTUYECKOrO MOpOra; MNpPOYHOE OCHOBAHUE;
COBEPLICHHO HeoOXoauMasl 3alluTa; U3JI0XUTh TpeOOBaHUSI.

4. Answer the following questions:

1. What are the subjects in AI?

2. What is the most acute problem in Al?

3. Why do people often “anthropomorphize”?

4. How should natural selection and evolution be considered
by scientists?

5. What are the potential failures of attempted Friendly AI?

6. Is there a conflict between developmental and
postdevelopmental stages of Al improvement?

7. Is it possible to overcome the challenge of smarter-than-
human intelligence?

8. Does the future need us?

5. Translate from Russian into English:

B 1950r. OpwutaHckuii MaremaTMk | Kpunrtorpad AuiaH
TBIOPUHT BBIMYCTWJI CTaThbl0 «BBIYMCIUTEIbHBIE MALIUHBI U
pa3yM», 3aJI0KMB KpaeyrojbHbIil KaMeHb B OTpacib, KOTOpast
3aHMMAaeTCsl  pa3pabOTKON  MCKYCCTBEHHOTO  MHTEJJIEKTa.
ThIOPUHT TIPEUIOXWII PEIIUTh MPOOJeMy MPaKTUYECKU, a He
TEOPETUYECKHM, - C TIOMOIIIbIO TECTa.
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Ecnun yenoBek B xode MEpPeNUCKU C MPOTpaMMOil HE MOXKET
OoIpele/uTh, 4YeJOBeK ero coOeceIHMK WJIM MalllMHa, TO
clieayeT MpU3HATh 3Ty IpOrpaMMmy pa3yMHOM, UTO Obl 3TO HU
3HAYUJIO.

B aTOM romy B KOHKypce OOJKHBI ObLIM Yy4acTBOBATh IIECTh
nporpamM: Alice, Brother Jerome, Elbot, Eugene Goostman,
Jabberwacky u Ultra Hal. Camoii ymHOIi Oblla mpu3HaHa
nporpamMma Elbot — eii ynasoch ogypauuTthb Tpex u3 12 cyuaei,
TO ecTh 25%.

Tect ThropuHIa MpoXonsIT MPOrpaMMBbl, KOTOPbIE UMUTUPYIOT
noaaepxaHue Oecedbl, a He BeAyT ee. B pasroBopax ¢ HUMM
Oecrnoyie3HO HCKaThb HOBYIO Uil cebsg uH@opmauuoo. B
OOJIBILIMHCTBE CJIydaeB OHM IbITAIOTCS CBECTM KOHKPETHbIE
BOIIPOCHI K 0OIIMM oTBeTaM. Takoii Obula OIHA M3 IEPBBIX
nporpaMM, IONIbITaBIIKUXCSI NpoiTu TecT TrhiopuHra, ELIZA.
OHna pearvpoBajla Ha KJIIOYE€BbI€ CJIOBAa M BbICKa3blBaja CBOE
MHEHME 10 JTaHHOMY Borpocy. Ee cyxXmeHusi He BBIXOIWIU
3a paMKM, XXE€CTKO 3aJlaHHbIE TTPOrpaMMUCTOM.

C Tex mop MCKYCCTBO MMUTALUMU TMPOJABUHYJIOCH JaJEKO
Brepen. OpHa U3 IIporpaMM, HalpuMep, B pasroBope
MnocTossHHO ynoMuHana TeTio CoHro u3 Ompecchl, apyras —
HaMepeHHO LIyTWwia O cebe Kak o poboTe, 4ToObl COUTH
mogeit ¢ tonky. Cam aBtop Elbot He cuuTaeT, 4TO €ro
MporpaMMa XoTb KaK-TO MOXET MbICIUTb. OH CpaBHUBAeET €e
Oecenbl ¢ (pokycaMM, y KOTOPBIX €CTb CEKpeT, HO He OoJiee.

6. Develop the following ideas in writing an essay (120 — 150
words):

1. The greatest danger of Al is that people conclude too early
that they undertstand it.

2. One of the most critical points about Al is that it might
increase in intelligence extremely fast.

3. Our alternatives boil down to becoming smarter or
becoming extinct.
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Nanoscience: Facts vs. Fiction

Words and Phrases:

Dissipation — pacceuBaHUe

Robust — Haa€XHbIN, YCTOMYMBBIA K olInbKam

Resilience - YCTOMYMBOCTH(K BHELIHUM
BO3JIEUCTBUSIM)

Intrinsically — IO CYTHU, B CYLIHOCTH

Speculation — MpeAIoNoKeHue, Joraaka,

Constraint — OTrpaHUYEHUE

To shrink — YMEHBIIATbCS, COKPAIAThCS

A fabric — CTPOEHUE, CTPYKTypa

Bandwidth — IIMpMHA CIIEKTpa; Auana3oH
paboymnx 4acToT

Heterogeneous — HEOAHOPOAHBIN

To be embedded — OBITb BHEJAPEHHBIM

Performance gap — pa3Hulla B UCIIOJHEHUU

Merging - clIMsgiHUEe, OObeIMHEHNE

In the interim — IIOKA 4TO, TeEM BpEeMEHEM

Soft-error — IIporpaMMHas olmroKa

Overhead — U3ACPKKU, 3aTPaThl

Synergy — B3aMMHOE YCUJIEHUE

Error-prone — CKJIOHHBIN K OLIMOKam

To garble - UCKaXaThb

Plausibility — npaBaornoaodue

Intestine - KMILIEYHUK

Feasible - MPaBIONOA00OHBIN

There has been a great deal of public and scientific interest in
the so-called nanotechnology revolution. Nanotechnology can
be defined as the manipulation, precision placement,
measurement, modeling, or manufacture of sub-100
nanometer (nm) scale matter (Inm equals 1/1,000,000,000*
of m). This manipulation of matter at the nano level will
greatly influence most areas of our life, such as manufacturing,
engineering, health, pharmaceuticals, and (of special interest
here) information technology. There is a wide range of
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nanoparticles of different types and different properties
currently in production that may be applied in a variety of
ways. It is envisaged that nanoparticle types found useful will
be further developed by large-scale production.

Architectures for Silicon Nanoelectronics and Beyond

The semiconductor industry faces serious problems with power
density, interconnect scaling, defects and variability,
performance and density overkill, design complexity, and
memory-bandwidth limitations. A candidate to replace
complementary  metal-oxide  semiconductor (CMOS)
technology, nanoelectronics could address some of these
challenges, but it also introduces new problems. Molecular-
scale computing will likely allow additional orders-of-
magnitude improvements in device density and complexity.

The effective use of nanotechnology will require not just
solutions to increased density, but total system solutions. We
can't develop an architecture without a sense of the applications
it will execute. And any paradigm shift in applications and
architecture will have a profound effect on the design process
and tools required.

We define nanoarcbitecture as the organization of basic
computational structures composed of nanoscale devices
assembled into a system that computes something useful.
Nanoarchitecture will enable radically different computational
models, and, due to its potential for large capacity, might also
provide superior capabilities in some areas.

There are two paths to follow: evolutionary and revolutionary.

Evolutionary path. Silicon semiconductor technology will
continue to shrink. But there's an increasing performance gap
between device technology and its ability to deliver performance
in proportion to device density. Performance, in terms of
millions of instructions per second per watt, isn't keeping up
with the increase in millions of devices per chip. There's also a
gap between device density and our ability to design new chips
that use every device on the chip and guarantee they're
designed correctly. Power consumption and heat dissipation
present additional challenges.
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Revolutionary path. Knowing that the end of Moore's law
scaling is in sight for traditional silicon technology, many have
embarked on  revolutionary  nanoelectronics  research.
Researchers are studying carbon nanotube transistors, carbon
nanotube memory devices, molecular electronics, spintronics,
quantum-computing devices, magnetic memory devices, and
optoelectronics.

Unfortunately, we won't use many of these devices until it's
absolutely necessary to consider a replacement technology. So,
how should we use these revolutionary nanoelectronic devices
in the interim, especially when these devices haven't
demonstrated sufficient reliability and large enough signal-to-
noise ratio to guarantee reliable digital computation?

In addition to massive CMOS-scaling efforts, many researchers
are pursuing molecular, optical, or quantum devices that they
could integrate with CMOS-based digital logic to produce
hybrid systems.

Hybrid architectures will allow integration of sensing and
processing functions in ways analogous to biological
systems. Living beings can perform complex real-time
functions with remarkable ease, unmatched in
performance by the most powerful man-made computers.
Inspired by biology, cellular sensor-processor architectures
appear promising for hybrid nanodevices.

The availability of very dense conventional silicon
technology, along with non-conventional, nanoscale storage
or memory technology based on phase-changing materials,
also makes fascinating hybrid architectures possible.
Integration of logic and memory will allow large-scale array
computing with increased local storage. This is, incidentally,
an important operating principle of neural circuits. Relevant
work in this area includes the Intelligent RAM project at
the University of California, Berkeley.

In addition to logic and memory, hybrid architectures might
allow for integration of sensing with logic and memory. One
important class of applications would be vision systems, in
which each photo detector would be embedded with its own
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circuitry in a cellular architecture. Each element in such an
architecture would resemble a "neuron" in a retina-like array,
where the system performs basic image-processing functions
on the incoming image flow.

Similarly, other biologically inspired applications include
speech or auditory processing. The human auditory system can
recognize speech even if it's garbled, embedded in noise, or
mixed with other voices. Here, in addition to dense memories
and massively parallel processing, nanoelectronics offers the
potential for combining the sensing of sound and the
processing of speech into a single computational
nanoarchitecture.

Risks of Nanotechnology

With all the excitement over the potential of nanotechnology,
has any research addressed the potential toxicity nanoparticles
may have on our health and environment?

Nanofiction. In his novel, Prey, Michael Crichton writes of a
swarm of nanobots released in the Nevada desert, terrorizing
the very scientists who developed them. Unfortunately, this
deepening vision of "grey goo" coating our landscape as the
nanobots replicate uncontrollably is the picture some people
have of the risk from nanotechnology. Such a picture, though
titillating, is a scientific fantasy, more in the tradition of King
Kong than the realms of scientific plausibility. The actual risks
from nanotechnology, as seen by those of us working in this
field, are less dramatic, but nonetheless, are potentially real.
Nanofacts.

The greatest risk to human health and to the environment
lies in this rapid expansion of different types of nanoparticles
under development and the potential for their production. It
brings with it the possibility of large-scale human exposure
predominantly in the work place as these nanoparticles are
incorporated into products of every conceivable type from IT
to food. Additionally, the particles can be released during wear
and destruction throughout the life of a product. Such
diversity in use (with numerous potential scenarios for
exposure) means that nanoparticles are likely to make contact
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with the body via the lungs, intestines, and skin.

The lungs are an obvious and critical route of entry to the
body, especially during the manufacturing process where dust
clouds can be generated. The intestines provide a route of
entry for nanoparticles contained both within processed foods
and in mucus cleared from the lungs. Entry of nanoparticles
through the skin via cosmetics is also feasible. Recent evidence
suggests that nanoparticles landing in the nose can move
upward into the base of the brain. The effect this has on the
brain and nervous system is under investigation.

Medical Uses of Nanoparticles

The very properties that make nanoparticles useful for new
applications are also the very properties that can increase their
harmfulness.

For example, it is possible to alter the surface of a
nanoparticle to direct it toward a specific organ such as the
liver or brain, thus allowing drugs to be targeted to a specific
spot rather than working through the entire body. This is not
only more efficient for the patient, but it results in fewer side
effects. It suggests the way in which nanoparticles travel
around the body and ultimately settle. And where do the
particles go after they have fulfilled their delivery function?
What effect do they have on the various organs they target?
Nanotubes are like extended buckyballs (a molecule of carbon-
60); that is, they are very thin (a few tens of nm), but can be
very long (in the order of mm). They are extremely strong,
able to maintain their structure and not break down in the
lung. Nanotubes are similar to fibers like asbestos and glass,
and as such could be very harmful to the lungs causing scarring
and cancer. Therefore, adequate toxicological studies of
nanotubes must be conducted to fully understand the
potential risks.

The scientists have recently suggested we must recognize a new
science of Nanotoxicology to specifically examine the products
of the nanotechnology revolution for their likely adverse
effects. We are not suggesting that further advancement of
nanotechnology, nor the development of nanoparticles, should
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be halted; in fact, this field promises great benefit, especially
for the IT and communications industries. We only suggest
that proper toxicology testing be carried out to ensure such
products are being handled safely and there is no undue risk
to the makers and users of nanoparticles.

Notes:
CMOS — Complementary Metal-Oxide Semiconductor
VLSI technology — Very Large-Scale Integration
RAM — random-access memory
Mucus — a slimy substance secreted by mucous membranes
and glands for lubrication, protection, etc.
Grey goo — (also spelled gray goo) a hypothetical end-of-the-
world scenario involving molecular nanotechnology in which
out-of-control self-replicating robots consume all matter on
Earth while building more of themselves

Buckyball — a spherical fullerene which is any molecule
composed entirely of carbon (as it resembles the balls used in
football)
nm — nanometer

Exercises

1. Give Russian equivalents to the following phrases and
explain them in your own words:

Molecular-scale; spintronics; bottleneck; optoelectronics;
fault-free; cost-effective; large-scale; scientific plausibility; to
replicate; conceivable; to mediate; airborne; diesel exhaust;
unforeseen consequences; side effects; to halt; memory-
bandwidth limitations; orders-of-magnitude improvements.

2. Translate the sentences into Russian paying attention to
prefixes and suffixes:

1. The semiconductor industry faces serious problems with
power density, interconnect scaling, defects and variability,
performance and density overkill, design complexity, and
memory-bandwidth limitations.

2. Others, such as macroredundancy in the form of triplicate
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voting schemes, are much more expensive.

3. The unpredictability in confirmation completion and the
worst-case  hardware overhead require reliable hybrid
architectures, mnecessitating exploration of speculation and
adaptivity to ensure correct computation at low hardware and
time costs.

4. Since this work is interdisciplinary, researchers must
clarify interfaces between various levels of abstraction
during the tool-development process.

5. Although they've been tried several times over the years,
asynchronous self-timed circuits and logic have limited use.
6. Unfortunately, this deepening vision of "grey goo" coating
our landscape as the nanobots replicate uncontrollably is the
picture some people have of the risk from nanotechnology.

7. There has been a great deal of public and scientific interest
in the so-called nanotechnology revolution.

8. Another disease-causing dust — asbestos — might actually
help us understand the risks from nanotubes.

9. To protect them against particles in the air, there is an
upwardly moving carpet of mucus that traps particles.

3. Match the adjectives (1-10) in column A with the
definitions (a-j) in column B.

1. stochastic a. very large in size, quantity, or extent

2. empirical b. working together in a creative,
innovative, and productive manner

3. enormous c. able to do tasks successfully, without

wasting time or energy
4. sophisticated d. for a short time only, temporary
5. transient e. verifiable by observation or experience
rather than theory or pure logic
6. susceptible f. following the accepted customs; that has
been in use for a long time
. synergistic g. randomly determined
. efficient h. able to be easily modified to respond to
altered circumstances
9. conventional i. liable to be influenced or harmed by a

oo
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particular thing

10. flexible j. developed to a high degree of complexity
4. Give English equivalents to the following words and
phrases:

BBomuTh B AEHCTBME HOBBIE TEXHOJOTMM, IIPUCTYIIUTh K
HCCJIEIOBAHUIO; 3aHUMAThCS npubopamu; OBITD
MMOABCPXKEHHBIM  OIIMOKAaM;  BEPOSTHOCTHBINM,  JeJIaTh
MpeArnoIoKeHUe /IOMyIIEHUE; MPUBECTU apy K

3aBEpIICHUIO/OKOHYAHWIO,  BO3IEHCTBME Ha  4YeJIOBEKa;
CIYXUTh CBSA3YIOIIMM 3BEHOM; IIPUUMHSITL CWJIBHBIA BpE;
TOCJIEACTBUSI, BHIOpaTh B KAayeCTBE IIEJIM; MCKaXKCHHasl peub;
nobo4yHble 3PdheKThI

5. Answer the following questions:

1. What is nanotechnology?

2. What does CMOS stand for?

3. What is the controversial nature of nanoelectronics?

4. What is nanoarchitecture?

5.What are the evolutionary and revolutionary paths of the
nanoarchitecture development?

6. What are hybrid architectures? What are their
advantages?

7. What areas of human life will the nanotechnology
revolution influence?

8. What are the risks to human life and the environment?

9. What are the benefits and risks of nanoparticles in
medicines?

10 What is Nanotoxicology? How will it help to deal with
the adverse effects of nanotechnology?

6. Fill in the blanks with the words and phrases from the
article:

1. There is a wide range of nanoparticles of different types
currently ... that may be applied in a variety of ways.

2. And any paradigm shift in applications and architecture will
have a ... effect on the design process and tools required.
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3. Living beings can perform complex real-time functions
with ... ease.
4. Entry of nanoparticles through the skin via cosmetics is also

5. ... toxicological studies of nanotubes must be conducted to
fully understand the potential risks.

6. This deepening vision of ... coating our landscape is the
picture some people have of the risk from nanotechnology

7. Insert the prepositions where necessary:

1. There has been significant interest ... nanotechnology in the
past few years.

2. The expansion of nanoparticles are a great risk ... human
health.

3. The number of people applying for entry ... the country is
increasing with every year.

4. It’s not pleasant to have huge debts hanging ... your head.
5. The effect of nanoparticles on the brain and nervous
system is ... investigation.

6. The process results ... come side effects.

7. Proper toxicology testing must be carried ... to ensure the
safety of such products.

8. The change is not confined ... chemistry only.

9. Chemical reactions may lead ... lung injury.

8. Translate from Russian into English:

TepMUH  «HAHORJIEKTPOHMKA» OTHOCUTEJIbHO HOBBIM U
Mpullie]] Ha CMeHy OoJjiee MPUBLIYHOMY JISI CTapllero
MOKOJICHUSI TEPMUHY <«MHUKPOIJIEKTPOHUKA», MOA KOTOPBIM
MOHUMaIM mepenoBble st 60-X TOIOB  TEXHOJIOTUM
MOJIYIIPOBOAHUKOBOM 3JIEKTPOHUKMU C pa3MepoM 3JIEMEHTOB
nopsiakKa OJHOIO MUKpPOHA

OgHako  HAHORJIEKTPOHMKA  CBsI3aHA C  pa3pabOTKOI
APXUTEKTYP M TEXHOJOI'Mi MPOU3BOACTBA (DYHKIIMOHATBHBIX
YCTPOUCTB DBJCKTPOHUKU C TOMNOJOTUYECKUMU pa3MepamMu
DJIEMEHTOB Ha MOPSAKMA MEHbIlIe, He mnpeBbimaroimumu 100
HM, a uHorma u 10 HM.
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I'maBHOII 0COOEHHOCTBIO HAHOQJICKTPOHUKHN  ABJIACTCA B
IIEPBYIO 0O4YCPCAb HE€ IIPOCTOC MCXaHHMYCCKOC YMCHDLUIICHMC
pasM€poB, a TO, 4YTO A OSJICMCHTOB TaKUX pasMCpoOB

HaYMHAIOT npeodyanaThb KBaHTOBBIE 3hDEKTHI,
HCIOJIb30BaHUE KOTOPBIX MOXKET CTaThb OYCHb
MEPCIEKTUBHBIM.

B HacTosiiiee BpeMsi mosib3oBaTtesisiM AOCTynHO Oosiee 2800
BUJOB PA3JUYHBIX MPUIOXEHUIA, B COCTAaB KOTOPBIX BXOIST
HaHoyacTtulbl, a K 2017 romy oxXupaercs, 4TO MUPOBOI
00beM  MpPOmaX TaKUX MNPUIOXEHUH  mocturHetr S50
MWLUIMApAoB aojuiapoB. OIHAKO, MO MHEHUIO YYEHbIX, TaKOM
pOCT HAHOTEXHOJOTMYECKUX YCTPOHCTB HeceT B cebe
OIPEIEJCHHbIA PUCK IS 3M0POBbS HACEJIEHUS U 3KOJOTMU
OKPYXalollei Cpelbl.

«B  TunuyHON NOPOIIKOBOK (OpME TOKCUYHOCTb 3TUX
COCIMHEHUI HeBeJIMKa, OJHAKO B BMJAE HAHOYACTUIL C
nramerpoM  16-80 HAaHOMETpOB CHUTyaluds KapAMHAJIbLHO
MEHSETCsI», - OTMETWJ Bemyluii uccienoBareab HO3-BeH-
XyaH (Yue-Wern-Huang) u3 Muccypuiickoro yHUBEpCUTETA
HayKW U TEXHOJIOTHUIA.

Tenepr wucciaepoBaTeN M pabOTAOT HAA BO3MOXHOCTBIO
CHU3UTh TOKCMYHOCTb HAHOYACTUIL W TOAPOOHEE M3Y4YUTh
MEXaHU3M UX B3aMMOJEUCTBUS C KJIETKaMU.

9. Develop the following ideas in writing an essay (120-150
words):

1. The future of nanoelectronics: perspectives and challenges.
2. Revolutionary and evolutionary paths in the development
of nanoarchitecture: advantages and disadvantages.

3. Practical applications of nanotechnologies.

4. Threats nanoparticles pose to human health.

69



Green Computing

Words and phrases:
Green computing
Sustainable computing
Hazardous materials
To harness
Recyclability
Biodegradability
Defunct and factory waste
Conspicuous and outspoken
To lambast

Holistic approach
Brainstorm approach
Revenue

Fanciful

Carbon footprint
Evaporative cooling
Smart grids

Ongoing effort
Adjustments

Product longevity
Trade-off
Refinements
Prominence
Upgradability
Modularity
Hexavalent chromium
Retail outlets

Profit margin
Insomnia
Overhead costs

5KOJIOTUYHOE BBIYUCIIEHUE
YCTOMYMBOE BBIYMCICHUE
OITACHbBIE MaTepuasbl
00y31aThb

BTOpUYHAs MnepepadboTKa
OropasiaraéMocTb
MPOMBIIIJIEHHBIE OTXObI
3aMETHbIE U OTKPOBEHHBIE
KPUTUKOBATh

LIEJIOCTHBIM TOIXO/
MO3TOBOM 1ITYPM

JIOXO[1

OPUYYIJIUBBIA

BBIOPOCHI YIJIEKMCJIOTO rasa
OXJIAXJIEHVE MYyTeM MCTIapeHMUsI
WHTEJUIEKTYaJIbHbIE CETU
MOCTOSTHHBIE YCUJIUS
KOPPEKTUPOBKU
JIOJITOBEYHOCTD MPOIYKTa
aJbTepHATUBA, KOMIIPOMMUCC
YTOUHEHUS

U3BECTHOCTh
MOJEepHU3ALUS
MOJYJIbHOCTb
LIECTUBAJIEHTHBIN XpOM
Mara3uHbl PO3HUYHOU
TOPTOBJIU

Ko pueHT npuobLIU
OecCOHHULIA

HaKJIaIHbIE PACXOIbI

The term Green Computing or ICT refers to environmentally
sustainable computing. Today, it embodies the entire life
cycle of technologies, including research, manufacturing, use
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and disposal. In his article “Harnessing Green IT: Principle
and Practices”, San Murugesan, NASA consultant and
professor for Western Sydney University, defines the field of
green computing as “the study and practice of designing,
manufacturing, disposing of computers, servers, and
associated subsystems - such as monitors, printers, storage
devices, networking and communications systems - efficiently
and effectively with minimal or no impact on the
environment”.

The goals of green computing are sustainable innovations that
include reduction of the hazardous materials, maximization
of energy efficiency during the product’s lifetime, reverse of
supply chain, recyclability or biodegradability of defunct and
factory waste.

“The system we now employ is hugely wasteful,” says a
professor of computer technology at the University of
Cambridge Andy Hopper, one of the most conspicuous and
outspoken pioneers in the green computing movement.

Much of the green computing movement’s focus today is on
data centers, which have been lambasted as “the SUVs of the
tech world “ for their enormous and wasteful consumption of
electricity, accounting for between 1.1% and 1.5% of the
world’s total energy use in 2010. In recent years, Microsoft
and other major companies, hosting online services, need to
use more and more energy for their centers. The Microsoft
facility, which consumes up to 27 megawatts of energy at any
given time, has built data centers in Washington to take
advantage of the hydroelectric power produced by two dams
in the region. Google’s data centers use half the industry’s
average amount of power.

Nowadays as the companies are brainstorming solutions to cut
costs and increase revenue green computing takes a much
more holistic approach than before. The proposed and
existing strategies now range from the practical to the fanciful,
and include government regulations, industry initiatives,
environmentally friendly computers made of recyclable
materials.
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In 2007 a global consortium of computer companies,
including AMD, Dell, IBM, Sun Microsystems, and VM-
ware, organized The Green Grid with the goal of improving
energy efficiency in data centers and business computing
systems. To achieve the goal, The Green Grid collaborates
with individual companies, government agencies, and industry
groups to provide recommendations on best practices,
metrics, and technologies that will improve data centers’
energy efficiency.

Since 2007 Dell has been accelerating its programs to reduce
hazardous substances in its computers, and its new OptiPlex
desktops are 50% more energy-efficient than similar systems
manufactured before, thanks to more energy-efficient
processors, new power management features, and other
factors. Microsoft, Google, Yahoo, Japanese Jujitsu have been
expressing the environmental concerns about their data
centers’ carbon footprint and the measure of the
environmental impact of an individual or organization’s
lifestyle. Google, Inc. states its improved energy usage and
attributes this to the cooling technologies, such as ultra-
efficient evaporative cooling. “Our carbon footprint is
calculated globally and includes our direct fuel use, purchased
electricity, and business travel - as well as estimates for
employee commuting, construction, and server manufacturing
at our facilities around the world”, says Google’s director of
energy strategy Bill Weihl. With the aid of a self-styled ultra
efficient evaporative cooling technology, Google has been
able to reduce its energy consumption to 50% of that of the
industry average.

In 2010, the American Recovery and Reinvestment Act
(ARRA) was signed into legislation by President Obama. The
bill allocated over $90 billion to be invested in green
initiatives (renewable energy, smart grids, energy efficiency,
etc.).

Green computing today is a multifaceted, global effort to
reduce consumption and provide sustainability. The list of the
participating countries is expanding including at the moment
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the USA, China, Japan, India, Italy, Spain, Great Britain and
Russia. Russia’s ongoing effort to raise its investments in high
performance computers to fuel the growth of its economy
through energy efficiency and sustainable technology is
noteworthy.

Degree and postgraduate programs provide training in a range
of information technology concentrations along with
sustainable strategies in an effort to educate students how to
create systems reducing its negative impact on the
environment. In the UK, Leeds Metropolitan University
offers an MSc Green Computing program in both full and
part-time access modes. The Australian National University
offers “ICT Sustainability” course as part of its information
technology and engineering masters programs.

In 2012 the Russian Institute of Information Technology and
Telecommunication SKFU in Stavropol won a grant of the
British University of Newcastle for the development of
curricula and programs graduate, postgraduate and
professional development courses in “Eco-friendly computer
technology and communication” (Fostering innovations on
Green Computing - GREENCO). The consortium of the
project consists of seven universities in Russia, six Ukrainian
universities, and four educational institutions of the European
Union, including the University of Leads (UK), Institute of
Science and Technology information (Italy), Slovakian
University and the University of Loannina (Greece).

There have been a number of International Conferences
(including Slovak Second Workshop in May 2013 and
Belgorod Third International Workshop in November 2013)
devoted to Green and Safe Computing. The main goal of the
program of international cooperation - the integration of
modern developments in the field of information and
telecommunications in the learning process, taking into
account the impact of these developments on the
environment, that is, adding ecological component in the
training of IT professionals and the creation of the training
courses, which would preclude the negative impact on nature.
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At the workshops some adjustments regarding green
computing and IT support were discussed. They include:
algorithmic efficiency, computer virtualization, terminal
servers, operating system support, product longevity, material
recycling, telecommuting, and others.

The efficiency of algorithms has an impact on the amount of
computer resources required for any given computing function
and there are many efficiency trade-offs in writing programs.
Algorithm changes, such as switching from a slow (e.g. linear)
search algorithm to a fast (e.g. hashed or indexed) search
algorithm can reduce resource usage for a given task from
substantial to close to zero. Algorithms can be used to route
data to the data centers where electricity is less expensive.
Larger server centers are sometimes located where energy and
land are inexpensive and readily available. Local availability of
renewable energy, climate that allows outside air to be used
for cooling, or locating them where the heat they produce
may be used for other purposes could be factors in green
siting decisions.

The approaches to actual reduction of network devices energy
consumption by proper network management techniques were
also surveyed in. They were grouped into 4 main strategies:
Adaptive Link Rate (ALR), Interface Proxying, Energy Aware
Infrastructure, and Energy Aware Applications.

Computer virtualization refers to the abstraction of computer
resources, such as the process of running two or more logical
computer systems on one set of physical hardware. With
virtualization, a system administrator could combine several
physical systems into virtual machines on one single, powerful
system, thereby unplugging the original hardware and
reducing power and cooling consumption. Virtualization can
assist in distributing work so that servers are either busy or put
in a low-power sleep state. In order to facilitate virtual
computing several commercial companies and open-source
projects now offer software packages to enable virtualization
enhancements to the x86 instruction set into each of their
CPU product lines.
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Terminal servers have also been used in green computing.
When using the system, users at a terminal connect to a
central server, on which computing is done. This can be
combined with thin clients, which use up tol/8 amount of
energy of a normal workstation, resulting in a decrease of
energy costs and consumption. There has been an increase in
using terminal services with thin clients to create virtual labs.
Examples of terminal server software include Terminal
Services for Windows and the Linux Terminal Server Project
(LTSP) for the Linux operating system.

The dominant desktop operating system, Microsoft Windows,
has included limited PC power management features since
Windows 95. Windows 2000 was the first NT-based operating
system to include power management. This required major
changes to the underlying operating system architecture and a
new hardware driver model. The power management system
was significantly improved in Windows Vista to allow basic
configuration by Group Policy. The most recent release,
Windows 7 includes refinements for more efficient user of
operating system timers, processor power management, and
display panel brightness. The most significant change in
Windows 7 is in the user experience. The prominence of the
default High Performance power plan has been reduced with
the aim of encouraging users to save power. Most products
offer Active Directory integration and per-user/per-machine
settings with the more advanced offering multiple power
plans, scheduled power plans, anti-insomnia features and
enterprise power usage reporting.

Product longevity. According to the company Gartner
analysts the PC manufacturing process accounts for 70% of
the natural resources used in the life cycle of a PC. Another
report from Gartner recommends looking for product
longevity, including  upgradability @ and  modularity.
Manufacturing a new PC makes a far bigger ecological
footprint than upgrading an existing one.

Materials recycling. Recycling computing equipment can keep
harmful materials as lead, mercury, and hexavalent chromium
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out of landfills, and can also replace equipment, saving
further energy and emissions. Additionally, parts from
outdated systems may be salvaged and recycled through
certain retail outlets and municipal or private recycling
centers. Computing supplies, such as printer cartridges, paper,
and batteries may be recycled as well.

Though the collection rate of e-waste is still very low even in
the most ecology-responsible countries like France, still there
are some first steps in this direction.

Hewlett-Packard recently unveiled what it calls “the greenest
computer ever” — the rp557000 desktop PC. The rp5700 has
an expected life of at least five years, and 90% of its materials
are recyclable. The computer is easy to disassemble and meets
the European Union’s RoHS standards for the restriction of
the use of certain hazardous substances in electrical and
electronic equipment. Moreover, 24% of the 1p5700’s
packaging materials are made of recycled material.

A drawback to many of these schemes is that computers
gathered through recycling drives are often shipped to
developing countries where environmental standards are less
strict than in North America and Europe.

Telecommuting. In green computing initiatives
teleconferencing and telepresence technologies are often
implemented. There are many advantages: increased worker
satisfaction, reduction of greenhouse gas emissions, related to
travel, and increased profit margins as a result of lower
overhead costs for office space, heat, lighting, etc. Many types
of jobs, such as sales, consulting, and field service integrate
well with this technique.

“We have just started to address the issue of green
computing”, writes Andy Hopper in his paper “Computing
for the Future of the Planet”. Among the principal goals of
“positive computing” he identifies an optimal digital
infrastructure in which carpeting’s overall energy consumption
is reduced and the efficient use of energy in manufacture,
operation, and disposal of computing devices is maximized.
“People in the developing world often live in recourse-
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impoverished environments so a physical-to-digital paradigm
shift has the potential to enable activities that were hitherto
prohibitively expensive and to support development whilst
minimizing its impact...By modeling their behaviour people
can predict and respond correctly to future events”, he says.
Andy Hopper insists he’s not a utopian, but his vision of a
not-too-distant future of computing shares some resemblances
with the dreams of science-fiction writers.

Notes:

IST — Information and Communication Technologies
NASA- the National Aeronautics and Space Administration
Agency (founded in 1958)

SUV - Sport Utility Vehicle

CPU — Central Processing Unit

AMD — Global Provider of Innovative Graphics, Processors
and Media

Dell - one of the largest corporations in the field computer
production

OptiPlex — PC Dell OptiPlex

VM-ware - Big US company dealing with software for
virtualization

NT Operating System (architecture) — The US multinational
information Technology Corporation

RoHS - European Union’s Standards adopted in 2006
Hewlett Packard — one of the largest US companies in the
field of IT

Tujitsu - one of the largest Japanese companies working in
IT

Friendly computers - repair and networking services for PC
and Apple computers

Thin client — a computer or a computer program that
depends on some other computer (its server) to fulfill its
computational roles

Gartner - research and consulting company specializing in IT
markets

A hashed-indexed algorithm — an indexing algorithm hash
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generally used to quickly find items, using lists called “hash
tables”

Rp5700 - readily recyclable packaging materials

Carpeting’s overall energy - energy conservation

Exercises

1.Give Russian equivalents to the following words and phrases
and explain them in your own words:

Make it green; open-source projects; hazardous substances;
anti-insomnia features; keep out of land files; technique; to
cut costs and increase revenue; carbon footprint; employee
commuting; to sign into legislation; computer virtualization;
to have an impact on...; efficiency; refinements; to meet the
standards; profit margins; overhead costs.

2. Translate the sentences into Russian paying attention to the
prefixes and suffixes:
1.The goals of green computing are sustainable innovations

that include reduction of the hazardous materials,
maximization of energy efficiency during the product’s
lifetime, reverse of supply chain, recyclability or

biodegradability of defunct and factory waste.

2. Andy Hopper is one of the most conspicuous and
outspoken pioneers in the green computing movement.

3. Green computing today is a multifaceted, global effort to
reduce consumption and provide sustainability.

4. Larger server centers are sometimes located where energy
and land are inexpensive and readily available.

5. Local availability of renewable energy, climate that allows
outside air to be used for cooling, or locating them where the
heat they produce may be used for other purposes could be
factors in green decisions.

6. Google, Inc. states its improved energy usage and attributes
this to the cooling technologies, such as ultra-efficient
evaporative cooling.

7. Russia’s ongoing effort to raise its investments in high
performance computers to fuel the growth of its economy
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through energy efficiency and sustainable technology is
noteworthy.

8. Virtualization can assist in distributing work so that servers
are either busy or put in a low-power sleep state.

9. This required major changes to the underlying operating
system architecture and a new hardware driver model.

10. Another report from Gartner recommends looking for
product longevity, including upgradability and modularity.

11. Parts from outdated systems may be salvaged and recycled
through certain retail outlets and municipal or private
recycling centers.

12. Hewlett-Packard recently unveiled what it calls “the
greenest computer ever”.

13. The computer is easy to disassemble and meets the
European Union’s RoHS standards for the restriction of the
use of certain hazardous substances in electrical and
electronic equipment.

14. People in the developing world often live in recourse-
impoverished world.

3. Form nouns and other possible derivatives from the
following verbs:

To sustain; store; reduce; maximize; measure; harm;
provide; emit; consume; reduce; supply; solve; recycle;
employ; associate; prohibit; resemble; evaporate; legislate;
facilitate.

4. Form adjectives from the following words:
Line; hazard; waste; globe; efficiency; holism; fancy; ecology;
longevity; harm; substance; environment.

5. Use the following compound words in your own phrases or
sentences:

Footprint;  workstation; workshop; desktop; software;
hardware; drawback; teleconference; telepresence;
greenhouse; infrastructure; brainstorm; self-style; trade-off.
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6. Give English equivalents to the following words and
phrases:

YcroituuBbie BBIYUCJICHUS; DJIEKTPUYECKUIN TOK;
3(PdeKTUBHbIE YCTPOMCTBA, WHHOBALlMM; HOBOBBEIACHUE;
CTpaTerMyeckKoe pa3BUTHUE; OMACHbIE MaTepuasbl; BTOPUYHAS
nepepaboTrka; OuopaszjiaraeMble  MaTepuajbl, MO3TOBOM
LITYPM; COKPaTUTh PacXoibl U YBEJMYMUTb JOXOJbl; BOUTU B
3aKOHO/IATEIbCTBO; UMETh BO3IEICTBUE Ha...;
KOMIIPOMUCCHBIE PEIIeHUS; MOACPHU3ALMS; KOMIIbIOTEpHast
TeXHUKA; METOAMKA; UEHTpPbl cOopa M 0OpabOTKU JaHHBIX;
pabouue MecTa.

7. Answer the questions:

1. What are the measures limiting the impact of global
warming?

2. How can the transfer of green technology enhance the
prospects for sustainable development?

3. What impacts do algorithms have on the amount of
computer resources?

4. How can virtualization assist in distributing server’s work?
5. What is the difference between “thin” and “fat” clients?

6. What is the role of computer virtualization in computer
resources usage?

7. What is being done in the Russian Federation for “green”
computing and improving the environment?

8. Do you agree with the opinions of the “green” expert Andy
Hopper about the future of the planet?

8. Translate from Russian into English:

1. CoTHM MWUIMOHOB JleT Ouocdepa mnomaepxuBaia
OINTUMAJIbHOE COOTHOILUEHWE BaXXHBIX 2JEMEHTOB IJISI KU3HU
IUIAHETHI.

2. Heckonbkux npecartkoB jeT 20 u 21 croneTuil okas3aaoch
JMIOCTaTOYHO, YTOOBI HAPYIINUTh 3TO PaBHOBECHE.

3. BHempeHue psiza MHUMLIMATUB B O0JIACTU 3KOJIOTMUHBIX
BBIUMCJIUTEILHBIX CHUCTEM B ILIEHTpax cbopa M 00pabOTKMU
JAaHHBIX, B CETM M Ha pabOYMX MeCTaxX IOJKHO YMEHBIIUTh
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BpEIHOE BO3ACHCTBHE KOMIIbIOTEpU3ALIMKU Ha OKPYXKAIOIIYIO
cpeny.

4. B 2010 rony AMEpUKAHCKMI COBET II0 3HEPIreTUYCCKUM
VHHOBALIUSIM, BKJTIOYAIOLIWIA bunna Teiitca wu
WUCIIOJIHUTEIbHOTO aupekTopa [xeHupan Daektpuk [xeda
HMmmenbra, OITy0JIMKOBaJI OTYeT «busHec-mnaH
9HepreTUYeckoro oyayiiero AmMepuku». I'pynmna npemioxuia
pykoBoactBy CIIIA yTpouTh WHBECTULMU B HCCIAEAOBAHUE
Oyayllero 3HepreTUKMu.

5.Kakoe OTHOIllIEHUE 3TO UMEET K «3KOoJAorudyHbiM UT»? Vike
ceiilyac Mbl MCIIOJb3YEM HOBBIE CIIOCOOBI PacXOdOBAHMUSI
SHEPruM, KOTOpPblE HEBO3MOXHO ObLIO Tpeackaszatb 10 et
TOMY Hazal, U MOXHO C YBEPEHHOCTbIO CKa3aTh, UYTO elle
yepe3 10 neT cutyauus CHOBa IOMEHSIETCS.

6. TexHojorum BUpTyaIu3alluM cepBepoB momoraior WUT —
apXUTEKTOpaM o0ecneynTh oosiee BBICOKYIO
MPOU3BOIUTENILHOCTh B pacyeTe Ha BaTT MOTpedasieMoit
SHEPruM B CpPaBHEHMUW C HEBUPTYaJU30BAaHHBIMU WK
ABTOHOMHBIMU CE€pPBEpPaMMU.

7."llonplTKa Ha3BaThb YeTKOE oOmpelejeHue '3ejeHoro”
HO/Ja(Data Center) Oymer HamoMMHaThb yIIpaXXKHEHUE IIO
CTpeJIbOE MO ABMKYLICHCS MUILIEHU", — YBEpPEH MEHEIKEp I10
mapketuHry MT-pemenuit BCC Company Cepreit bepe3uH.
I[lo ero cnoBam, C KaxXAbiM TOIOM, €CJIM HE CKa3aTb
KBapTajaoM, B moHgaTue "3eneHblii’ LIOJ BHOCSTCS 21€EMEHTHI,
Jlarolue HOBBIE OPUEHTUPHI B CHIDKEHUU
SHEpPronoTpedseHnsT U OTpUIIATeIbHOW  HArpy3kud Ha
skojiorno. Hampumep, Ha 3amage HemaBHO MOSBWICS U
aKTUBHO TPOJBUTaeTcs Mmoka eile Heo(pUuUHaabHbIA CTaHIapT
Green 2.0 (wam "OxonornmyHocts 2.0"), mpennoJararoiiuii
usMepeHue sHepromorpedneHuss 11OJla Ha geTtajbHOM
YpPOBHE — BIUIOTh JIO CTOEK M OTIEIbHBIX CEPBEPOB,
IMOCTOSIHHOIO MOHUTOPMHIA BCell HEepProHarpy3kKu LIeHTpa U
yrnpasjieHuss ew. Crangaptr Green 2.0 paspabortaH
crieMajJiM3upoBaHHON oTpacieBoii rpynmnoii Data Center
Pulse (DCP), obbemunsiomeii 6oaee 1,3 ThiC. T100aJIbHBIX
OIepaToOpoOB LIEHTPOB 00pPabOTKM AAaHHBIX B 55 crpaHax. [IuH
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Henbcon (Dean Nelson), ocHoBaTenb U pykoBoauteab DCP
(Direct Connect Portal), y0exneH, YTo HeOOXOOUMO
MepecMOTpeTb  0a30Bble  MPUHLMIIBI  IIPOSKTUPOBAHUS
YCTPOMCTB.

9. Summarize the text and express your own opinion. Here
are some possible statements to support:

1. The transfer of green technology can enhance the prospects
for sustainable development.

2. Why has the problem of environmental protection become
an object of growing world concern?

3. Man and the Biosphere.

4. The changes that green computing is undergoing now.

10. Develop the following idea in writing an essay - “Why

green computing efforts are impossible without broad
international cooperation” (120-150 words).
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Cloud Computing

Words and Phrases:
A challenge

A shared pool
Configurable
Provisioned

A buzz phrase

The late

Public utility

— 3aj1aya, BbI3OB

- oM myn

- KOH(pUrypupyemblii

- IPEAYCMOTPEHHbBINA

- DpuBbIYHAA (Ppasa

— MNOKOWMHBINA, YMEPILIUIA
- KOMMYHaJIbHas cly>K0a

High bandwidth networking - BelcoKas IpoITyCKHasi

Advent
Enabling technology

Rigid

Agility

Middleware

Generic word processing
Customized programs

Proponents
A metered fee

Option
Grid Computing System

Proprietary information

To safeguard
Jittery

To duplicate

To loom

To get hooked up

CMOCOOHOCTb CETU

- HOSIBJICHUE

— BBICOKO3(P(peKTUBHAS
TEXHOJIOTHUS

- XECTKUM

- JIOBKOCTb

- TIPOMEXXYTOYHBII

- obmrasg o6paboTKa TeKCTOB

— aBTOMAaTU3UPOBAHHBIE

MporpaMMbl

CTOPOHHUKH

YCTaHOBJIEHHAs TBepAas

oriaTa

BapuaHT

ceTeBasl cUcTeMa

KOMITAaHUU

— KOHuACHIINaTbHAI
nHpopMaus

- 3aLUTUTh

- OCTOPOXXHBIN

- Iy0vMpoBaTh

- MasiYUTh

— MOAKJIIOYAThCS

Even though the technology faces several significant
challenges, many vendors and industry observers predict a
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bright future for cloud computing.

Cloud computing is a phrase used to describe the computing
concepts that involve a large number of computers connected
through the Internet. It is the delivery of computing as a
service rather than a product, whereby shared resources,
software, and information are provided to computers and
other devices as a utility over the Internet.

In common usage, the term “cloud” is a metaphor. The
origin of the term is unclear. The expression “cloud” is used
in science to describe a large agglomeration of objects that
visually appear from a distance as a cloud. It also describes
any set of things whose details are not inspected further in a
given context. More commonly the phrase refers to network-
based services provided by real server hardware. It’s a model
for enabling on-demand network access to a shared pool of
configurable computing resources (e.g. networks, servers,
storage, and applications) that can be rapidly provisioned and
released. Typically, the seller has actual energy-consuming
servers which host products and services from a remote
location, so end-users can simply log on to the network
without installing anything of their own.

Although “cloud computing” is the current buzz phrase, the
concept has been around for half a century. The underlying
concept of cloud computing dates back to the 1950s, when
large-scale mainframe computers became available in
academia and corporations, accessible via clients/ terminal
computers. In 1961, the late John McCarthy, an artificial
intelligence pioneer, proposed a different term for what is
essentially the same thing: ”utility computing”. He said:
“Computing may someday be organized as a public utility,
just as the telephone system is a public utility”.

But at that time, and for several decades afterwards, computer
hardware and software weren’t up to the task. Only in the
past few years, with the advent of high-bandwidth networking,
Web-based applications, and powerful and cheap server
technology, has McCarthy’s vision finally been realized. To
make more efficient use of costly mainframes, a practice
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evolved that allowed users to share both the physical access to
the computer from multiple terminals as well as to share the
CPU time.

Characteristics

Cloud computing exhibits the following key characteristics:

The systems architecture involved in the delivery of
cloud computing, typically includes multiple cloud
components communicating with each other over a
loose coupling mechanism such as a messaging queue.

Agility improves with the users’ ability to reprovision
technological infrastructure resources.

Application programming interface (API) accessibility
to software that enables machines to interact with
cloud software in the same way the user interface
facilitates interaction between humans and computer.

Device and location independence enable users to
access systems using a Web browser regardless of their
location or what they are using (e.g. PC, mobile
phone). As infrastructure is off-site (typically provided
by a third-party) and accessed via the Internet - the
users can connect from anywhere.

Cost is claimed to be reduced and in a public cloud
delivery model capital expenditure is converted to
operational expenditure.

Multi-tenancy enables sharing of resources and costs
across a large pool of users.

Scalability and Elasticity via dynamic provisioning of
resources on a fine-grained, self-service basis near
real-time.

Performance is monitored, and consistent and loosely
coupled architectures are constructed using Web
services as the system interface.

The main enabling technology for cloud computing is
virtualization. Virtualization lets a single PC or server
simultaneously run multiple operating systems or multiple
sessions of a single OS. Virtualization generalizes the physical
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infrastructure, which is the most rigid component, and makes
it available as a soft component that is easy to use and
manage. By doing so, virtualization provides the agility
required to speed up IT operations, and reduces cost by
increasing infrastructure utilization. On the other hand,
autonomic computing automates the process through which
the user can make use of provision resources on-demand. By
minimizing user involvement, automation speeds up the
process and reduces the possibility of human errors.

The major models of cloud computing services are known as
Software as a Service, Platform as a Service, and
Infrastructure as a Service. These cloud services may be
offered in a Public, Private or Hybrid network.

Cloud Computing Applications

The applications of cloud computing are practically limitless.
With the right middleware, a cloud computing system can
execute all the programs which a normal computer can run.
Potentially, everything from generic word processing software
to customized computer programs designed for a specific
company can work on a cloud computing system.

Why would anyone want to rely on another computer system
to run programs and store data? Here are just a few reasons:

* C(Clients would be able to access their applications and
data from anywhere at any time. They could access the
cloud computing system using any computer linked to
the Internet. Data wouldn't be confined to a hard drive
on one user's computer or even a corporation's internal
network.

e It could bring hardware costs down. Working via large
platforms owned by providers and shared by numerous
users makes cloud computing less expensive, according
to proponents. Cloud computing systems would reduce
the need for advanced hardware on the client side. The
client wouldn't need to buy the fastest computer with
the most memory, because the cloud system would
take care of those needs for him.

* The terminal could include a monitor, input devices
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like a keyboard and a mouse and just enough
processing power to run the middleware necessary to
connect to the cloud system. A user wouldn't need a
large hard drive because he'd store all information on a
remote computer.

Corporations that rely on computers have to be sure
they have the right software in place to achieve goals.
Cloud computing systems give these organizations
wide access to computer applications. The companies
don't have to buy a set of software or software licenses
for every employee. Instead, the company could pay a
metered fee to a cloud computing company.

Servers and digital storage devices take up space. Some
companies rent physical space to store servers and
databases because they don't have it available on site.
Cloud computing gives these companies the option of
storing data on someone else's hardware, removing the
need for physical space on the front end.

If the cloud computing system's back end is a grid
computing system, then the client could take
advantage of the entire network's processing power.
Often, scientists and researchers work with calculations
so complex that it might take “years” for individual
computers to complete them. On a grid computing
system, the client could send the calculation to the
cloud for processing. The cloud system would tap into
the processing power of all available computers on the
back end, significantly speeding up the calculation.

Cloud engineering is the application of engineering
disciplines to cloud computing.It brings a systematic
approach to the high level concerns of
commercialization, standardization, and governance in
conceiving, developing, operating and maintaining
cloud computing systems. It is a multidisciplinary
method encompassing contributions from diverse areas
such as systems, software, Web, performance,
information, security, platform, risk, and quality
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engineering.
Google, IBM, Microsoft, Oracle, Apple and Rack space
corporations are among the most well- known cloud vendors.
They offer varying application programming interfaces and
abilities generally using SOAP, the Web Services Description
Language (WSDL), and other nonproprietary Web service
protocols.
Deployment models
Public cloud describes cloud computing in the traditional
mainstream sense, whereby resources are dynamically
provisioned to the general public on a fine-grained, self-
service basis over the Internet, via Web applications/Web
services.
Community cloud shares infrastructure between several
organizations from a specific community with common
concerns (security, compliance, jurisdiction, etc.), whether
managed internally or by a third party and hosted internally
or externally.
Hybrid cloud is a composition of two or more clouds that
remain unique entities but are bound together.
Private cloud is an infrastructure operated solely for a single
organization whether managed internally or by a third-party
and hosted internally or externally.
As cloud computing is achieving increased popularity, more
and more companies are starting to recognize and realize the
benefits and advantages of cloud computing. That’s why,
according to analysts at the technology-research firm Gartner,
next year 20 percent of all businesses will no longer own their
own servers. That percentage is likely to grow in the coming
years. While the benefits of cloud computing seem
convincing, there are still potential problems and concerns.
First, as with any emerging approach, there are some fears
and uncertainties about the technology’s maturity. The
transformation of the IT landscape brings with it some new
problems stemming from the very nature of outsourcing and
from sharing resources with others. These problems include
service disruptions and the inability of cloud providers to
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accommodate customized networks.

Second, the major concern of many users is cloud computing
data security. In many ways, cloud computing is just another
form of outsourcing. Traditional outsourcing arrangements -
contract manufacturing come with legal, organizational, and
technical controls. Cloud computing hasn’t yet developed
such protections. By moving its data and computation to the
cloud, a company runs the risk that the cloud-service
provider, another customer, or a hacker might inappropriately
gain access to sensitive or proprietary information. Customers
just have to trust the cloud-service provider to safeguard their
data. But unexpected things can and do happen, even when
you’re dealing with well-established and presumably well-run
companies. Data stored in the cloud might be used anywhere
in the world and thus might be subject to state or national
data-storage laws related to privacy or record keeping.

So it’s no wonder that many IT managers remain jittery. If
businesses are going to reap the full benefits of cloud
computing, cloud providers will need to do much more to
address security concerns.

Data-storage clouds are also vulnerable. One class of attacks
exploits a space-saving technique known as data
deduplication. Many files that people upload to the cloud end
up being duplicates — identical copies of software user
manuals, say, or MP3s of Lady Gaga’s “Telephone”.
Deduplication allows a data-storage cloud to keep only one
copy of each file. Any time a customer attempts to upload a
file, the contents of the file are first compared with other
stored files. The new file is uploaded only if it doesn’t already
exist in the cloud; otherwise the customer’s account is linked
to the stored file.

Is there a thing as a totally secure cloud? No. Even though
the encryption and security power increases at an exponential
rate, the threat of hackers still looms in many companies’
minds.

Cloud computing is relatively new, particularly for large
companies, it promises to change and develop quickly.
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Experts say that within four-five years, security systems for
cloud computing will be perfected and become stronger.
Solutions to various cloud security issues vary through using
of multiple cloud providers, standardization of APIs, public
key infrastructure (PKI), virtual machine and legal support.
Many universities, vendors and government organizations are
investing in research around the topic of cloud computing:

In April 2009, the St Andrews Cloud Computing Co-
laboratory was launched, focusing on research in the
important new area of cloud computing. Unique in the UK,
StACC aims to become an international center of excellence
for research in cloud computing and will provide information
to businesses interested in using cloud-based services.

In June 2011, the Telecommunications Industry association
developed a Cloud Computing White Paper, to analyze the
integration challenges and opportunities between cloud
services and traditional U.S. telecommunications standards.

In contracting with the main providers there are growing legal
issues with cloud contract. There is one such effort that
demonstrates a secure cloud infrastructure. With funding from
the European Union TClouds (Trustworthy Clouds) project
was launched, which includes IBM Research-Zurich, the
security company Sirrix, as well as a number of universities
and other companies. HP Labs, Intel, and Yahoo have
launched the distributed Cloud Research Test Bed - with
facilities in Asia, Europe, and north America - to develop
innovations such as cloud-computing chips.

TClouds project is building an interconnected global “Cloud
of clouds” framework to back up data and applications in case
one cloud provider suffers a failure or intrusion. Recently
TClouds researchers at the University of Lisbon and at IBM
Research-Zurich demonstrated one such “cloud of clouds”
architecture. It used a data-replication protocol to store data
among four commercial storage clouds — Amazon S3, Rack
space Files, Windows Azure Blob Service, and Nirvanix CDN
— in such a way that the data were kept confidential and also
stored efficiently.
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In the future, individual clouds will most likely give way to
federations of clouds. That is, businesses will use multiple
cloud providers for storage, backup, archiving, computing,
and so on, and those separate clouds will link their services.
So even if one provider suffers an out-age, customers will still
enjoy continued service.

Ultimately, the cloud computing can be made at least as
secure as any company’s own IT system. “It will become the
essential foundation for a greatly expanded IT industry by
lowering the economic and technical barriers for millions of
developers to bring new offerings to market, and for billions
more customers to adopt those offerings”, said IDC’s Gens.
Once that happens, reaching out to a cloud provider for
computing needs will be as commonplace as getting hooked
up to the gas or electric company.

Notes:

Gartner — research and consulting company specializing in IT
markets

Lady Gaga’s “Telephone” — a news video featured on
YouthTube

MP3 — an encoding format for digital audio designed by the
Moving Picture Experts Group.

Front end...back end - In computer science, the front end is
responsible for collecting input in various forms from the user
and processing it to conform to a specification the back end
can use. The front end is an interface between the user and
the back end.

Outsourcing - an effective cost-saving strategy when used
properly

Deduplication - the term refers generally to elimination of
duplicate or redundant information

A buzz phrase — a phrase connected with a specialized field
or group that usually sounds technical

Middleware - the leading business innovation platform for the
enterprise and the cloud

Grid computing — a form of distributed and parallel
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computing, whereby a ‘super and virtual computer is
composed of a cluster of networked, loosely coupled
computers acting in concert to perform very large tasks

A mainframe computer — a powerful computer used mainly
by large organizations for critical applications, typically bulk
data processing

A backup - the copying and archiving of computer data so it
may be used to restore the original.

IDC — Information Data Corporation

Gens Frank — IDC rescarcher in broad industry trends

SOAP — Simple Object Access Protocol

Exercises:

1. Give Russian equivalents to the following words and
phrases and explain them in your own words:

To be up to the task; to become available, accessible; on-
demand; to bring the costs down; to run the risk; the
percentage is likely to grow; to reap the full benefits; to back
up data; data-replication; to give way to; hook up; utilization
technique; to  tap into; a shared pool; to safeguard;
processing power

2. Complete the word formation using the prefixes (de, dis,
in, il, un, im, ir, up) and suffixes:

Clear; ability; appropriately; available; load; possible;
material; rational; regular; directly; experienced; equal;
possible; order; kind; to convince; to expect; to apply; to
duplicate..

3. Translate the sentences into Russian, paying attention to
the compounds:

1. More commonly the phrase refers to network-based ser-
vices provided by real server hardware.

2. It’s a model for enabling on-demand network access to a
shared pool of configurable computing resources that can be
rapidly provisioned and released.

3. Typically, the seller has actual energy-consuming servers
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which host products and services from a remote location, so
end-users can simply log on to the network without installing
anything of their own.

4. The underlying concept of cloud computing dates back to
the 1950s, when large-scale mainframe computers became
available in academia and corporations, accessible via cli-
ents/ terminal computers.

5. In 1961, the late John McCarthy, an artificial-intelligence
pioneer, proposed a different term for what is essentially the
same thing:” utility computing”.

6. Only in the past few years, with the advent of high-band-
width networking, Web-based applications, and powerful and
cheap server technology, has McCarthy’s vision finally been
realized.

7. Virtualization generalizes the physical infrastructure, which
is the most rigid component, and makes it available as a soft
component that is easy to use and manage.

8. If the cloud computing system's back end is a grid
computing system, then the client could take advantage of the
entire network's processing power.

9. Cloud computing gives the option of storing data on
someone else's hardware, removing the need for physical
space on the front end.

10. By moving its data and computation to the cloud, a
company runs the risk that the cloud-service provider,
another customer, or a hacker might inappropriately gain
access to sensitive or proprietary information.

11. Data-storage clouds are also vulnerable.

12. One class of attacks exploits a space-saving technique
known as data deduplication. .

13. But unexpected things can and do happen, even when
you’re dealing with well-established and presumably well-run
companies

14. TClouds’ project is building a “Cloud of -clouds”
framework to back up data and applications in case one cloud
provider suffers a failure or intrusion out-age.

15.0nce that happens, reaching out to a cloud provider for
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computing needs will be as commonplace as getting hooked
up to the gas or electric company.

4. Give English equivalents to the following words and
phases :

CrnpaBuTbCsl C 3agayeil; YCKOPUTb pelIeHUE; CHU3UTh
3aTpaThl; aBTOPU30BAThCS; OAaTUPOBATh, ITOAKIIOUUTHCS K;
BOCIIOJIb30BATLCA BCEMH IPEUMYLICCTBAMU,; UATU Ha PUCK;
CETEBOI JOCTYII, HCIIOJb30BaHME OO0JAYHBIX PECYpPCOB IO
TpeOOBaHMIO;  3aTpaThl;  3aHIThb  JOCTOMHOE  MECTO;
INOCTaBIIMKH, BHCAPATbL B IPOMDLIINIICHHOCTD, BbIr'Oo4a
OYC€BUIHA, nporpamMma ajd pe3CpBHOI0 KOIIMPOBaHUA,
MPOMEXYTOUHOE  MPOrpaMMHOE  OOecIieueHue;  YyBCTBO
OCTOPOXHOCTH; 3aBO€BaTh ITOMYJISIPHOCTh, II0 OICHKE;
BOCTPEOOBAHHBIE PEILLICHMUSI.

5. Answer the following questions:

1. What is cloud computing? What is the origin of the term?
2. How long has the concept of “cloud computing” existed?
3. What did John McCarthy compare cloud computing with?
4. What are the conditions or realization of McCarthy’s
vision?

5. What is the main technology for cloud computing?

6. What are the major models of cloud computing?

7. What applications of cloud computing do you know?

8. What are the main reasons why users need to rely on other
computer systems?

9. Which cloud service companies do you know?

6. Translate from Russian into English:

Ha cerogHsamHuii neHb oOJauyHble BBIYMCICHUS €lle He
3aBOEBAJIM TIOMYJIIPHOCTU CPEIM POCCUMCKMX 3aKa3uUhKOB,
YTO CBSI3aHO C HEMOHMMAaHWEM M HOPMAaJIbHBIM UYyBCTBOM
OCTOPOXHOCTM KO BceMy HOBOMy. OnHako, MO OLEHKE
MHOTHX JIHMPEKTOPOB IO MH(OPMAIMOHHBIM TEXHOJOTUSIM,
PBIHOK  OOJIaYHBIX BBIYMCJICHUIT UM  COOTBETCTBYIOIIAS
uHdpacTtpyktypa yxe B 2014 romy OyayT [I0OCTaTOYHO
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chopMUpPOBaHbI, YTOOBI 3aHATh JOCTOKMHOEe MecTo cpeau IT-
TeXHOJIOTMI. ¥YXe ceiluac, HECMOTps Ha BO3HMKaIOIINUE
TPYAHOCTH, HECKOJIbKO POCCUICKUX MOCTaBIUKOB
KOMMEpUYECKHUX pelIeHUil YBEPEHHO MpeiaraloT 3aKazuMKaM
MOHSTHYIO MOJEAb BOCTPEOOBAHHBLIX pEILIeHUII Ha OCHOBE
00JIaUHBIX BHIYMCIICHUIA.

B Hacrosiee BpeMst cpenu nonyasspHbIX HanpasiaeHuii Cloud
Computing, KOTOpbl€ MOXHO YyBEPEHHO BHEIPUTH B
MMPOMBILIJIEHHYIO 3KCIUTyaTallulo, CTOUT BBIACIUTH PELIeHUS
C TIpUMEHEHMEM TEXHOJOTMi BUpTyalIm3anuu. Takue
pelleHusl yIoOHO BHEIPSTh B MPUBATHHIX OOJAYHBIX Cpenax,
KOHTPOJIMPYEMBIX  KaKoW-1ubo  opraHusaumein. Bbiroma
KPYIHBIX KOMIIAHMII, KOTOphIE IIepeBedyT pabouue MecTa
CAYXaIlX Ha <«TOHKME KJIHMEHTBbI», OYeBMOHA. Takas
METOIMKA  IO3BOJIMT MHWHUMU3MPOBATHL  pPAacXOAbl  Ha
cogepXaHWe W aIMUHWUCTPUPOBAHMWE  KOMIIbIOTEPHOM
TeXHUKW KOMIIAHUU, a TaKXKe COKOHOMUT BJIEKTPOIHEPTHIO,
TaK KakK TOHKUe KiaueHTbl B 10 pa3 skoHomuuHee [IK B
MOTPEOJICHUN JIEKTPUUIECTBA.

DKOHOMMSI DJIEKTPOIHEPIMU M PACXOJOB Ha MOMIEPKKY
otaena IT — paneko HE Bce OOCTOMHCTBA TEXHOJIOTHIA
00JIauHBIX BblYMCIeHUIA. [IpuMeHsIsT o0nayHble BBIYMCICHUS
Ha 0a3e BUpPTyaJM3alMU UIST pa3pabOTKM M TeCTUPOBAHUS,
pa3paboOTYMKM MOTYT B JIIOOOM MOMEHT pacCuuMThIBaTh Ha
MOJIydeHMEe HEOOXOAVMMBIX CEPBEPHBIX MOIIIHOCTEH.

7. Develop the following ideas in writing an essay (120-150
words):

1. The history of cloud computing

2. The characteristics of cloud computing

3. Advantages and Problems of Cloud Computing

4. The future of cloud computing

95



Social Multimedia Computing

Words and phrases:

Prevalence — IIMPOKasA pacIpOCTPaAaHEHHOCTh

To trigger — VHUIIMUPOBATh

Collaboration — COTPYIZHUYECTBO

Spontaneity — @CTEeCTBEHHOCTh

Security breaches — HapylIeHUe IIpaBul

0€30MacHOCTH

Intrusive — HaBSI3YMBBIN, HA30UIUBBIN

Invasion of privacy — BMEUIATEJIbCTBO B JIMYHYIO
KU3Hb

Video surveillance systems — cucTeMa BUACOHAOMIOAECHUS

Law enforcement — MpaBOBOE MPUHYXICHUE;
MpUMEHEHUEe 3aKOHa

Pervasive data — BCIOAY IIPOHUKAIOIINE,
pacrnpocTpaHsiolecs JaHHbIE

Ubiquitous - IOBCEMECTHbIM

To spawn - pa3MHOXAaTbCs, NOPOXKIaTh

Collusion — TaWHBIA CroBOP

Whitewashing - IpUyKpalluBaTh

To alleviate — cMsryartb, objeruarhb

A hotspot — TO4YKa AocTyna

Edutainment — o0OydyeHHUe ¢ 3JeMEHTaMU
pa3BlieueHUS

Time-critical - CPOYHBIN

A colluder - YYaCTHMK MOHOIIOJIbHOTO
croBopa

Ancillary — BCIIOMOTATEJIbHBINA,

100aBOYHBIN

Blogs and social networks are becoming an increasingly
important part of media consumption for Internet users.
With the ubiquitous presence of capture devices such as
phones, digital cameras, and camcorders, the Internet has
been transformed into a major channel for multimedia
content delivery. The next evolution is upon us, as the past
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decade has witnessed a coming together of social networking
sites —Facebook, MySpace, Blogger, Linkedln — and
content-sharing services — YouTube, Flickr, Youku — that
have sprung up as platforms to facilitate users' creating and
sharing content as well as building large groups of friends.

The hybrid of multimedia and social media, which we call
social multimedia, supports new types of user interaction. For
example, YouTube recently introduced a feature that lets users
respond to other users' video contributions, thereby creating
asynchronous multimedia conversations. Social multimedia also
provides an additional context for understanding multimedia
content. For example, aggregating behavioral data (such as click
and pause) over all users watching the same video might reveal
the video's most interesting scenes or objects. Clearly, social
multimedia has great potential to change how we
communicate and collaborate.

Computing technology has similarly evolved rapidly over the
past decade. Motivated by the growth of social media
applications, social computing has emerged as a novel
computing paradigm that involves studying and managing
social behavior and organizational dynamics to produce
intelligent applications. However, the wide prevalence of social
multimedia poses a significant challenge for social computing
because many new issues involving social activity and
interaction around multimedia must be addressed in a media-
specific manner.

Nevertheless, multimedia research still remains open, given the
challenging nature of this area's research focus. Social
multimedia can help improve existing multimedia applications,
so we use the term social multimedia computing to denote the
more focused multidisciplinary research and application field
between social sciences and multimedia technology.

Major Application Areas

In a broad sense, we can use social multimedia computing in
any application area that uses social multimedia as input, such
as online content-sharing sites. It also offers different avenues
for the multimedia domain by improving existing multimedia
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applications and spawning attractive alternatives.

In the history of social multimedia, YouTube is undoubtedly
one of the major milestones, mainly because it created a
platform that provides an attractive user experience around
sharing video online. YouTube's success triggered other online
content-sharing sites such as Flickr, Digg, and Youku, all of
which offer users the option to upload, share, and tag images,
audios, and videos, and create social networks by designating
contacts or friends. A similar service, videoblogging, or
vlogging, combines embedded videos or video links with
supporting text and images. A typical example is Barack
Obama's vlog in the 2008 US presidential election.

As a surrogate to content-based searches currently in their
infancy, collaborative recommendation is an important tool
for finding multimedia content.

Compared to online video-sharing services, vlogs demonstrate
stronger social characteristics, such as social networks. They
also provide better social-interaction data to facilitate analyzing
temporal interaction dynamics because entities are often
archived in reverse chronological order. Online content sharing
and vlogging have experienced tremendous growth in the past
several years and created a huge marketing opportunity.
According to eMarketer, online content-sharing sites will
attract 101 million users in the US and earn $4.3 billion in ad
revenue by 2011.

Social multimedia computing, together with online
communities, could help create more capable computational
infrastructures to support interaction, group activity, and
collaborative work. Google's Picasa offers one example.
Although originally designed as a software application for editing
and organizing digital photos, people now use Picasa to collect,
share, and tag photos. Another example is in YouTube's video
response mechanism, which lets users provide reviews for
products or places and exchange opinions about certain topics
through a much richer media than simple text. This video-
based interaction opens new doors for originality and
spontaneity in user interactions.
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Ideas and technologies from social multimedia computing
have recently found their applications in communication
channels such as peer-to-peer networks. A P2P network
consists of nodes, or peers, that act as both resource suppliers
and consumers of resources; they can share a portion of these
resources — such as disk storage and network bandwidth —
with other peers. However, the lack of authority or structure
poses several challenges for unstructured P2P systems, including
free-riding, the existence of firewalls/NATSs, security breaches,
and malicious behavior, including cheating, whitewashing, and
collusion. To alleviate these problems, we can model P2P
networks as multimedia social networks and then analyze
user behavior and the impact of human dynamics on
multimedia communication. Modeling P2P networks as
social structures can allow incentive, reputation, or payment
mechanisms to reward good peers and punish misbehaviors so
that peers are more inclined to cooperate. Such modeling and
analysis provides fundamental guidelines to better design
multimedia networking systems. A recent survey of Skype, for
example, showed that the performance problems resulting
from free-riding and NATs could be reduced by applying
social networks in P2P systems.

Social multimedia search

Multimedia search provides an important application area for
social multimedia computing. The proliferation of user-
generated content (UGC) and the associated metadata on social
multimedia sites introduces new challenges in search,
including vulnerability to spam and noise, and short lifespan.
Further, much of the content offers little value to the general
public, and access control restricts most UGC messages to
only a few recipients. Thus by using social network analysis and
socially collected data, social multimedia computing could
enable improved content analysis.

As a surrogate to content-based searches currently in their
infancy, collaborative recommendation is an important tool for
finding multimedia content. For example, developers estimate
that 53 percent of online video searchers discovered online
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video content through friends. So user-behavior models and
multimedia social networks could be used to create a
recommender system that helps people find images or videos
and potential collaborators.

Interactive services and entertainment

Interactive service is one of the most promising application
areas of social multimedia computing — one such example is
online video advertising. Although Web advertising is
interactive by nature, hyperlinked videos and vlogs offer a
unique and more complex level of engagement with their
precise targeting capability. This new advertising model is less
intrusive, displaying advertising information only when the user
chooses it by clicking on an object in a video. By learning user
preferences through multimedia social network analysis, the
hotspots that correspond to brands could be further highlighted
to extract more interests from users.

An increasing trend is to harness the wisdom of crowds. This
is particularly true in interactive entertainment such as
gaming, storytelling, and edutainment. Recently, researchers
have explored collective intelligence in the form of online
games, called games with a purpose. By playing these games,
people contribute to their understanding of entities on the
Web and even collectively solve large-scale computational
problems such as categorizing online pictures, monitoring
distributed security cameras, and improving online video
search.

Healthcare

According to recent public health findings, physical health
factors such as obesity, emotional health factors such as
happiness or depression, and harmful habits such as smoking
can significantly affect an individual's social network. Using
online social networks for healthcare provides an opportunity to
analyze behavioral data and study social structures formed as a
result of ties to health behaviors. Both the American Cancer
Society and the Centers for Disease Control and Prevention, for
example, have experimented with virtual communities such as
Second Life to test whether social multimedia can help spread
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the word about such issues as nutrition awareness, cancer
screening, and infectious-disease prevention.

Collaboratively monitoring health status across media with
ubiquitous wireless sensors and cameras could also help
medical staff craft an effective healthcare application. For
example, an ECG sensor carried by an elderly person with
physical disabilities might capture any unusual heartbeat rates
and send this information through a social network of family
members, physicians, friends, and emergency services; the
information's context — at home or outdoors, for example —
could help physicians make time-critical decisions. However,
the usage of such sensor data will also give rise to privacy issues.
In practice, it could be less privacy invasive if these sensor data
are strictly restricted for use in healthcare applications.
Security applications

We can characterize many security applications as social
multimedia computing applications. They've emerged
especially rapidly in recent years with the proliferation of video
surveillance systems in a wide variety of domains, such as
homes, banks, airports, and convenience stores. Various
government entities have used social network analysis to analyze
terrorist networks, communications, criminal organizations, and
resources. However, to date, few works have focused on social
network analysis in surveillance video.

In spite of the possible invasion of privacy, mastering the role
such networks play in monitoring surveillance video data is of
great interest to law enforcement and homeland security. For
example, DARPA is soliciting innovative research proposals to
develop the Persistent Stare Exploitation and Analysis System
for automatically and interactively discovering actionable
intelligence through wide-area-threat analysis of complex
motion imagery surveillance of urban, suburban, and rural
environments.

Although work in social network analysis, multimedia content
analysis, and other disciplines can be adapted to social
multimedia computing systems, numerous problems in
modeling, analyzing, and utilizing multimedia social networks
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have yet to be solved.

Multimedia social dynamics

Social networks often involve many users of different types —
from rational to selfish and malicious — all with different
objectives. Thus, modeling and analyzing user behaviors and
social dynamics poses a fundamental challenge to help
stimulate user cooperation, maximize overall system
performance, and minimize the damage caused by malicious
users.

Several specific multimedia properties make analyzing
multimedia social dynamics different from traditional social
network analysis. First, user behaviors are highly dynamic,
especially when users watch live streaming video on the same
wireless network or share the same limited backbone
connection to the Internet.

Second, the modeling and analysis of user behaviors are
mostly content-relevant. In colluder social networks, for
example, multimedia fingerprinting or other content
identification technologies could model user behavior and track
people who illegally use copyrighted multimedia.

Third, the potential rewards are time-sensitive. For example,
the earlier a colluded copy is released, the more people will be
willing to pay for it. Thus, all colluders have an incentive to
mount collusion as soon as possible.

Multimedia interaction dynamics

Intuitively, developing new multimedia social interaction tools
requires a close integration of sociology, multimedia, and
communications technologies. Specifically, the social science
studies addressing the dynamics of large-scale social
interaction and activity might revitalize research into novel
social interaction methods and tools. Twitter, originally
conceived as a mobile status update service that provides an
easy way to keep in touch with friends, offers one example.
Twitter users send and receive short, frequent answers to one
question, "What are you doing?"

However, Twitter changed that question to "What's happening?"
so that people, organizations, and businesses could leverage the
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network's open nature to share anything they wanted, including
pictures and video. This shift created a new kind of information
network in its users' social space. In this sense, social scientists
should take a more active role in coping with the challenge of
developing new multimedia tools to enable more powerful social
interaction.

A greater challenge requires developing user interfaces and
interaction paradigms to allow seamless communication and
interaction with remote and virtual environments. In practice,
this vision is achievable by combining new sensors that cover
touch, smell, taste, and motion; immersive output devices such
as large displays, and 3D technology.

Social multimedia community analysis

Social multimedia provides several effective ways to harvest the
large-scale digital traces of social behaviors, such as online
content sharing, vlogging, and video surveillance. With the
increasing availability of such pervasive data, key research
challenges will involve developing methodologies for large-
scale validations of social science theories and for new theories
and inferential analysis methods that can analyze this kind of
new data.

For example, several studies have focused on social behavior
and organization dynamics in online text-blog communities.
Without considering the multimedia properties of the
community structure, these social network analysis models can
be directly used in vlog communities. However, the problem
becomes much more complex if we consider the interrelation
among the content, social, and temporal dimensions of vlogs.
For example, large-scale experiments are needed to verify
whether the "six-degrees-of-separation principle” remains valid
in vlog communities, given that the change of media forms
from text-only to video might speed up information propagation
and consequently shorten networks. This study could shed new
insights into real-world applications such as online advertising
and viral marketing.

Privacy protection

Most social multimedia data are proprietary, such as user
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profile data — name, place, date of birth, and e-mail address
— or ancillary data such as the IP address or time of
connection. Properly managing privacy issues is essential both
to facilitate research and safeguard consumer privacy.
Nevertheless, the privacy issues surrounding social multimedia
data are more complex. Generally speaking, users should have
the right to control their personal data, which implies getting
access to the data, modifying it, asking for corrections, or
asking for deletion. However, this right isn't easily guaranteed
in the context of social multimedia. For example, users are
usually eager to share pictures in online communities, but
these images can easily be used for secondary purposes such
as face recognition and image retrieval, especially when tagged
with metadata such as name, e-mail address, and physical
address of the person pictured. Because a single dramatic
incident involving a breach of privacy could produce rules and
statutes that stifle the nascent field of social multimedia
computing, a systematic study of privacy issues and their
corresponding technological, procedural, and rule-related
developments must be undertaken to reduce security risks and
preserve research potential. The explosive growth of social
multimedia on the Internet is revolutionizing the way
content distribution and social interaction work while
presenting an evolving multidisciplinary research and
application field. At present, this research addresses the
descriptive analysis level, but the potential for developing
social multimedia computing theories and methods remains
promising.

Notes:

A milestone - a stone set up beside a road to mark the
distance in miles to a particular place; figuratively - an action
or event marking a significant change or stage in development
A vlog — a video blog or video log (pronounced 'vlog' or 'v-
log'), a form of blog for which the medium is video

A P2P network — a peer-to-peer; denoting a network or data
communications in which no dedicated server is involved
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NAT - Network address translation

Free-riding - enjoying a service without paying for it

ECG (or EKG from Greek: kardia, meaning heart) -
Electrocardiography

Exercises:

1. Give Russian equivalents to the following words and
phrases and explain them in your own words:

the ubiquitous presence of smth; to pose a challenge for smth;
video surveillance; capture social activity and interaction; to
harvest large-scale digital traces; a milestone; to harness the
wisdom of crowds; a core role; live streaming video; time-
sensitive

2. Complete the word formation using prefixes and suffixes:
Interact; consumption; respond; behavioral; organize; prevail;
cooperation; intrude; benefit

3. Translate the sentences into Russian paying attention to the
compounds:

1. YouTube's success triggered other online content-sharing
sites such as Flickr, Digg, and Youku.

2. As a surrogate to content-based searches currently in their
infancy, collaborative recommendation is an important tool
for finding multimedia content.

3. They also provide better social-interaction data to facilitate
analyzing temporal interaction dynamics because entities are
often archived in reverse chronological order.

4. Ideas and technologies from social multimedia
computing have recently found their applications in
communication channels such as peer-to-peer networks.

5. The proliferation of user-generated content (UGC) and the
associated metadata on social multimedia sites introduces new
challenges in search, including vulnerability to spam and noise,
and short lifespan.

6. DARPA is soliciting innovative research proposals to develop
the Persistent Stare Exploitation and Analysis System for
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automatically and interactively discovering actionable
intelligence through wide-area-threat analysis of complex
motion imagery surveillance of urban, suburban, and rural
environments.

7. Several studies have focused on social behavior and
organization dynamics in online text-blog communities.

8. Large-scale experiments are needed to verify whether the
"six-degrees-of-separation principle" remains valid in vlog
communities, given that the change of media forms from text-
only to video might speed up information propagation and
consequently shorten networks.

9. This study could shed new insights into real-world
applications such as online advertising and viral marketing.

4. Give English equivalents to the following words and
phrases:

oOJyieryaTth; COACWCTBOBATh, IIPUHMMAas BO BHUMaHUE, C
YYETOM; BbI3BaTh OTBETHYIO pPEAKIIMIO; CIeJaTh CleayIoLIni
1ar; UWHULOMUPOBATh, JAaTh Hadajlo 4YeMy-Jnbo; ObITh

CKJIOHHBIM JIeaTh YTO-TO; JeSITeIbHOCTD
MPaBOOXPAHUTEIbLHBIX OpraHoOB; JOrajaThCsd O; CHeaaTh
MPEIIOJOXKEHUE; MpensITCTBOBATh yeMy-J100; B

IIOCJICAYIOIINEC Ioabl

5. Answer the following questions:

1. What is social media computing?

2. What approach reduces name ambiguity?

3. What is social-empowered multimedia computing?

4. What is collaborative tagging?

5. What are the major application areas of social multimedia
computing?

6. What is vlogging?

7. What is a P2P network? What are its challenges?

8. How can we solve the problems of P2P networks?

9. What is free-riding?

10. What does UGC stand for?

11. What are the three different networks that make multimedia
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social networks?

12. What are the key challenges of multimedia computing
systems?

13. How can we understand contextualized media on three
levels of meaning?

14. How do social activities affect multimedia computing?

6. Fill in the blanks with the words and phrases from the
article:

1. The 1980s ... an unprecedented increase in the scope of the
electronic media.

2. Social multimedia has great ... to change how we
communicate and collaborate.

3. The issues raised by social computing are often beyond
the general field's .... .

4. Online content sharing and vlogging create a huge marketing

5. The usage of such sensor data will also give ... to privacy
issues.

6. A social data network can be ... from online activities such as
tagging and collaborative recommendation.

7. The problems can be ... down to three multimedia data-
mining tasks.

8. The study could ... new insights into real-world applications
such as online advertising and viral marketing.

7. Translate from Russian into English:

«ColuanbHbIil  MYJIBTUMEIUNAHBIA  KOMIIBIOTUHI»  (Social
Multimedia Computing) - HoBas 00J1acTh
MEXIUCUUIUIMHAPHBIX MCCJIEIOBAaHUI, B KOTOPOK HaBOASTCS
MOCTBl MEXIy OOILIeCTBEHHbIMM HayKaMW W TeXHOJOTuei
MyJIbTUMEINA.

braoru u coumanabHble CETHM CTAHOBATCSI Bce 0OoJsiee BaxKHOM
YacThIO MEAMIMHOTO KOHTEHTA, MCITOJIb3YEMOTO MOCETUTESIMU
Internet. Ilpy  TOBCEMECTHOM  HAJIMYMM  MOOMJIBHBIX
TteseoHOB, UMPPOBBIX (oTo- M BUaeokamep Internet
npeobpa3yeTcss B OCHOBHOM KaHajl JOCTaBKHU I0Jb30BaTEIsIM
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MYJIBTUMEIUAHOTO KOHTEHTA. Tenepb HaOI01aeTCs
CIeAyIoIINiA BUTOK 3BOJIOLMU, MOCKOJbKY 3a IMpolIellee
JeCSATUIETHE MOSIBUJIUCH CalThI, MOIAEPKUBAKOIIINE
coumnanbHbie cetn (Facebook, MySpace, Blogger, LinkedIn),
U CJIyXXObl COBMECTHOTO McIoJib3oBaHUs KoHTeHTa (YouTube,
Flickr, Youku), xoTopbie CcTaHOBITCS I1aTOpMaMHu,
o0JieryarolmuMu MPOU3BOJCTBO u COBMECTHOE
WCIIOJIb30BAaHME IOJIb30BATEJIbCKOIO KOHTEHTAa, a TakKXke
CO3/aHue KPYMHBIX TPYII €IMHOMBIILLIEHHUKOB.

I'ubGpua TexHOJOrMit MyJabTUMEIWA M COLMAIbHBIX CETEH,
KOTOPBIIA aBTOPHI HAa3bIBAIOT COLMAJbHBIM MYJbTUMEIUA,
MOJIIEPXKUBAET HOBBIE THUIIBI B3aUMOICUCTBUI
nonb3oBareieii. Hanpumep, B YouTube HegaBHO MOSIBUIOCH
CpPEeICTBO, KOTOPOE IIO3BOJISIET ITOJb30BATEISIM OTKIMKATBCS
Ha BUIECOPOJUKHU, BBUIOXEHHBIE IPYTMMU IOJIb30BATEIISIMU,

4qTO IIpUBOAUT K TTOABJICHUIO ACUMHXPOHHBbIX
MYJ'IBTI/IMG,Z[I/II‘/JIHBIX JNaJiIoroB. CowuanbHoe MYJbTUMEOHNA
TaKXKE obecrieurBaeT JIOTIOJTHUTEIbHBII KOHTCKCT,

0o0Jieryamiuuii  MOHUMAaHME MYJIbTUMEAUNHOINO KOHTEHTA.
Hanpumep, arperaums HaHHBIX O ITIOBEAEHMM  BCEX
MOJIb30BATENEH, CMOTPSAIIMX OOWH W TOT K€ BUICOPOJIMK
(HarpuMep, MaHHBIX O HaXaTWMW KHOIIKU «Ilay3a»), MOXET
TIIOMOYb BBLISIBUTH HanOoJee MHTEPECHBLIE CLEHBI U OOBEKTHI
9TOro posuka. O4eBUAHO, UYTO Yy COLMATBLHOIO MYJIbTUMEIUA
MMeeTCsl TpOMaAaHBI TTOTEHIMAN M1 M3MEHEHMS CIIOCOOOB
KOMMYHMKAIIMA U COTPYAHUYECTBA JIOJICH.

B 1mocnegHue rombl  OBICTPO  BBOJIOLMOHMpOBAjla U
KoMmbloTepHast TexHojorusa. Ilog BiIumsgHMEM pocTa 4uciaa
NPUJIIOKEHUN  COLMAIbHBIX CETEW BO3HUK  COLMAIBHBIH
KOMIBIOTHHI ~ — HOBast napagurma KOMIBIOTUHTA,
npearoJaramliasl uccieaoBaHue oOIIEeCTBEHHOTO ITOBEACHUS
M OpraHU3alMOHHOM AWHAMMKM, a TAKXKE YIIPABJICHUE HMHU
IJIsl  CO3JaHUSI WHTEJJIEKTYyalbHBIX MpuiioxeHuil. OaHako
IIAPOKOE paCIpOCTPAaHEHUE COLMAIBHOTO MYyJIbTUMEInAa
CTaBUT  Mmepel  COLUAAbHBIM  KOMIBIOTUHIOM  HOBBIE
cepbe3Hble  MOpOOJEeMBbl, CBSI3aHHbIE C  OOILECTBEHHOI
aKTHUBHOCTBIO u B3auMOAeCTBUEM B KOHTEKCTE
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MYJbTUMEINA.

HMmeeTcs MHOro HepelleHHBIX IIpobieM M B 00JacTu
cobcTtBeHHO  MyJabTuMeana. CoumaabHOEe  MYJbTUMEINA
MOXET IOMOYb YCOBEPIIEHCTBOBATh CYILLIECTBYIOLINE
MYJbTUMEIUMHBIE MPWIOXKCHUSI, WM TEPMUH COLHA/IbHBIH
MYJIbTUMEIUIHDIH KOMITBIOTHHT XapakKTepUu3yeT
MEXIUCLUIUIMHAPHYIO 00JIaCTh MCCeN0OBaHUN U pa3pabOTKU
OPWIOXEHUI, OINMpAIOLIUXCS Ha OOCTUXKEHUS B 00JacTu
OOILECTBEHHBIX HAYK Y TEXHOJOIMU MYJbTUMEIUA.

8. Develop the following ideas in writing an essay (120-150
words):

1. The challenges facing multimedia computing and ways to
solve them.

2. The future of multimedia computing: your prognosis.

3. Piracy and collusion dynamics on multimedia social
networks: dangers and solutions.

4. The privacy protection issues in social multimedia: ways to
guarantee it.
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Appendix
Some tips on the analysis and translation of written
material

When you translate the text from English into Russian as
close as possible to the original you receive a literal
translation. However, it is desirable that a translation of the
original scientific text be not literal, but adequate.
For an adequate translation of scientific texts, it is important
to take into account:

* the special focus of the text

* the context

* the structural features of the original language

* the translation of individual words, collocations and
terms.
In an adequate translation from English into Russian, it is
important to find the only possible lexical compliance and the
grammatical forms in the Russian language that most closely
reflect the grammatical structures of the English sentences.

How to write a summary

A summary is a brief account giving the main points of a
matter. Its ultimate aim in written practice is to present ideas
of the written materials clearly and concisely expressed.

The summaries or abstracts can be different. They can refer to
one big scientific work or to a round-up of several works
devoted to the same theme. However, the basic idea of the
proposed method of writing a summary or an essay in English
is not to give a word for word translation into English, but to
try to present it clearly, and creatively. The principle of
understanding and comparing the semantics and the
grammatical structures of the original Russian phrases and
relevant words and expressions in English is at the heart of
writing your own research papers in English.

Stage 1.
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Before you write a summary, you need to read the whole text
and understand its contents (scheming reading). Next, you
need to write down the main ideas of the text in a logical
order and then divide the text into the introduction, the main
or principal part, and the conclusion.

Stage 2.

At the next step you need to go back to reading of the text
with the purpose of analyzing its lexical and grammatical
structures and overcoming the main language difficulties
(close reading).

You need to find the main idea in each textual unit (a
paragraph) of the paper or the book and define the topic
sentences in it.

You should give each paragraph a suitable title and pass to a
logical plan of the items.

Stage 3. Finally, you should combine the kernel sentences
into a coherent summary using connective words. Reread
your summary and make sure that it has the logical order of
the material presentation. Your concluding paragraph should
be a statement of your own ideas.

Do not forget to mention the title of the book or the article
and the author’s full name.

How to write a composition or an essay

Key words:

Hayunas cratest - a scientific article, a paper
Pedepar - a summary, an abstract, a synopsis
Tesucel mokmama - abstracts of communication, theses
Peniensus - a review

It is commonplace that no distinction is made between a
composition and an essay writing, and students are often free
to interpret the subjects set in any way they like. However,
these two forms of the written work have some differences.

In a composition, students may set out the facts as they are.
In an essay, the main task is not only to render the facts but
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also to give an individual interpretation of them.

Let us imagine that the subject of the essay is The Historical
Development of Computers. If you write a composition you
may be expected to deal with the history and evolution of
computers, collecting different materials on this problem. But
in an essay, besides presenting the material of your choice,
you can express your own ideas, opinions, and sometimes
feelings and emotions.

For this reason an essay writing is a more difficult form of
exercise, though more satisfying, as it gives a student more
opportunity for self-expression.

According to the subject matter, essays may be divided into
four main types: narrative, descriptive, reflective, and
argumentative or discursive.

Compared with the narrative and descriptive essays, reflective
and argumentative essays are more difficult to write, not only
because it is more difficult to arrange the ideas logically, but
also because one devotes more thought and time to the
collection of ideas relevant to the subject.

To write a summary, an essay, or a composition in English
students may require standard phrases, verbal stereotypes or
clichits that facilitate communication and save time and
efforts of the author. Combining them correctly, students can
express necessary scientific or mathematical ideas properly.
There are a few of them:

1. General characteristics of the article. E.g.:

The paper (article) under discussion...

The objective of the article is to describe (explain, examine,
survey)...

The purpose of the research is to prove (find, develop...)...
The article gives a detailed (valuable) analysis of the
information on...

The article is of great help to...

The paper is of great interest to...

The paper is devoted to (concerned with)..., etc.

2. The problems posed by the author. E.g.:

The author outlines (points out, reviews, analyses)...
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The authors refer to...

The authors give a review of...

The authors come to the conclusion..., etc.

3. The evaluation of the results of research. E.g.:
The obtained results show (lead to, confirm)...
It should be noted ...

The presented results well agree with...

It is likely (unlikely, certain, sure)..., etc.

While writing a paper in English students should pay attention
to:

Typical set phrases consisting of verbs + nouns. E.g.:

To perform (undertake) a study of

To make (calculation, estimation, evaluation) of...

To carry out an investigation...

To perform the analysis of (on)...

To give a description of...

The frequent use of passive constructions. E.g.:

The paper is concerned with...

It is known that...

It is stressed that...

The research is carried out...

It was shown that ...

It was concluded that ...

It was inferred from ...

The new theory (technique) is developed (worked out,
proposed, suggested, advanced) to...

The new method (technique) is discussed (tested, described)

This method (theory) is based on ...

This method is now generally accepted ...

Special attention is paid (given) to ...

The factors are taken ...

The following conclusions are taken into consideration ..., etc.

Combinations: in detail, in range of..., within the range of...,
it follows that...
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Connective words: where, if, when, whenever, such that,
although, unless, provided, therefore, hence, thus, then,
furthermore, however, nevertheless, i.e.

Here are some notes about general principles of the use of the
articles in scientific papers:

1. Article a is placed before the term:

- if the term is introduced for the first time

2. Article the is used before the term:

- If the term is repeated

- If the term is uniquely determined by the context

- Before the words the author(s), the paper, etc.

3 . The article is not used

- If the theory or the used reference is provided with a
number,

- Before the names of general theories and sciences.

There are a few examples of the typical errors:

In expressions “Seitz’s hypothesis”, “Whipple's model” there
is no article, but in

the Hall Effect, the Boltzmann factor, the Schmidt camera,
the Gauze theory the is used.

While writing in English pay attention to the difference in the
Russian and English punctuation:

1. There is no comma before such that, that in English
subordinate clauses (compare with the Russian language) with
the exception when they give addition to the main idea or
explain the main sentence.
2. A comma is placed before and, showing the end of the
enumeration, and sometimes before as, but, for, or, if a
complex sentence is too long.
3. A comma is put after therefore, however, by the way, for
instance, yes, in fact.

Some hints on the oral presentation of scientific data

There is a distinct difference between writing a paper and
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presenting it orally for the audience. It is not a trivial task to
give a good presentation. The experts suggest the following
plan for this:

. Before getting started greet the audience and call for
attention

. State the purpose of the talk, giving a short
introduction

. Present the structure of the talk

In the body of the presentation it is advisable to separate the
central, relevant issues from merely supportive peripheral
information.

Try not to read but to speak using accurate well-phrased
descriptions of the scientific information. The manner of the
presentation and the contact with the listeners are very
important. You should speak distinctly and slowly to the
audience in front of you, and not to the laptop or to the
screen on the wall.

It is also advisable to use some visual aids (charts, graphs and
tables) but not too many.

In conclusion of the presentation it is necessary to thank the
listeners and ask for the questions.

There are some advantages of oral presentation, which
provide a speaker with an opportunity to receive instant verbal
feedback. Such feedback can be useful in providing guidance
when preparing a student’s presentation as a summary or an
essay in a peer-reviewed journal.
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